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 Abstract: The article examines the method of calculating the distance to objects in 

the collaborative robots workspace using computer vision technologies. The results of 

experiments are analyzed, which reveal the dependence of measurement accuracy on 

various factors, such as the distance to the object and the speed of its movement. The 

results indicate the need to improve data processing algorithms to ensure reliable 

operation of robotic systems in dynamic environments. This is important for improving 

the efficiency of robots' interaction with the environment. 
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Introduction 

In the conditions of the rapid development of industrial technologies and the 

growing integration of robotic systems into production processes, collaborative robots 

play an important role in ensuring effective interaction between man and machine [1]-

[18].  

One of the key tasks of such robots is to accurately determine the position of objects 

in the working area for manipulation, which requires the implementation of effective 

computer vision methods. The relevance of the study of methods for calculating the 

distance to objects in the working environment of collaborative robots is due to the need 

to improve the accuracy and safety of these systems, in particular in the conditions of 

dynamic environments and changing external factors. Thanks to the use of computer 

vision, it is possible not only to automate the process of detecting objects, but also to 
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improve the adaptability of the robot to different situations, which is critically important 

in such industries as assembly, sorting and quality control of products [19]-[38].  

The improvement of distance measurement methods helps to reduce collision risks 

and increase the overall productivity of systems, which in turn meets the needs of modern 

Industry 5.0 and the concept of safe interaction between robots and people [39]-[44]. 

Related works 

 Ensuring human safety becomes the most important issue when creating 

collaborative robots in accordance with the Industry 5.0 concept. This raises the problem 

of determining the distance to objects, both static and dynamic. It is not surprising that 

many scientists are working on this problem and creating their scientific works dedicated 

to solving this problem. Let гs consider some of them. 

The article [45] considers the problem of contact-driven accidents that can be 

potentially escalated by mobile robots. o address this issue, the authors developed a fully 

automated framework that enables predicting the proximity between mobile objects, 

leveraging a camera-mounted unmanned aerial vehicle (UAV), computer vision, and deep 

neural networks, and then conducted a field test to evaluate its validity. 

Researchers in [46] present a continual learning system for real-time signed 

distance field reconstruction. Given a stream of posed depth images from a moving 

camera, it trains a randomly initialized neural network to map input 3D coordinate to 

approximate signed distance. 

The study [47] analyses advanced driver assistance systems that are one of the 

issues protecting people from a vehicle collision. There are discusses the real-time 

collision warning system using 2D LiDAR and Camera sensors for environment 

perception and measure the distance (range) and angle of obstacles. 

Stavridis, S., & et al. in [48] formulate the pick-and-place task as a sequence of 

mobile manipulation tasks with a combination of relative, global and local targets. 

Distributed distance sensors on the robot are utilized to sense the surroundings and 

facilitate collision avoidance with dynamic and static obstacles. 

Robots navigating autonomously need to perceive and track the motion of objects 

and other agents in its surroundings [49]. This information enables planning and executing 

robust and safe trajectories [49]. 
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In the work [50] the YOLOv5 object detection network and DBSCAN point cloud 

clustering method were used to determine the location of bunch fruits at a long distance 

to then deduce the sequence of picking. 

Scientists in [51] show that representing objects as signed-distance fields not only 

enables to learn and represent a variety of models with higher accuracy compared to point-

cloud and occupancy measure representations, but also that SDF-based models are 

suitable for optimization-based planning. 

The analysis of the works shows how widespread the problem of determining the 

distance to an object from a robot is. Further in this work we will consider the analysis of 

one of the methods for determining such a distance. 

A mathematical model for calculating the distance to the object based on the 

video stream  

Before developing a mathematical model for calculating the distance to the object 

based on the video stream, we make the following assumptions: 

- the real size of the object is known (for example, its width or height). 

- the focal length of the camera is known, which can be obtained from the 

characteristics of the camera or calculated. 

- the object under consideration is located perpendicular to the axis of the camera 

to minimize perspective distortions. 

- the camera is an ideal pinochromatic system, that is, its model does not take into 

account complex distortions (lens distortions). 

We keep the following parameters: Wreal - real width of the object in centimeters; D 

- distance from the camera to the object (searched parameter); f - focal length of the camera 

in pixels or millimeters; Wpixels - the width of the object in pixels on the video image (the 

width of the projection of the object on the camera sensor); hsensor - physical width of the 

camera sensor in millimeters (camera characteristic); Himage - video frame width in pixels 

(number of pixels horizontally). 

The formula for calculating the distance is based on the similarity of the triangles 

between the real scene and its projection on the camera sensor. As a result, the main 

equation looks like this: 

 

D=(Wreal*f)/wpixels (1) 

https://journalseeker.researchbib.com/view/issn/2181-4570


  

 

ISSN (E): 2181-4570 ResearchBib Impact Factor: 6,4 / 2023 SJIF 2024 = 5.073/Volume-2, Issue-11 

243 

 

 

Focal length f is a key parameter for accurately determining the distance to an 

object. To calibrate the camera, you can use the following formula: 

 

f=(Wpixels*Dknown)/Wreal (2) 

 

Dknown - known distance to the object during calibration. 

This formula allows you to calculate the focal length based on the known 

parameters of the object 

The method of calculating the distance to the object can be represented by the 

following sequence of steps: 

Step 1: Determining the actual dimensions of the object. The real width of the object 

Wreal that will be used for calculations is measured. 

Step 2: Determining the width of the object in the image. Using computer vision 

methods (for example, contour processing or object detection), the width of the object in 

the video frame is determined in pixels Wpixels. 

Step 3: Using formula 1 to calculate the distance to the object D. 

Step 4: Outputting the result. The result of calculations, the distance D can be 

displayed in a video stream or in a separate window of the graphical interface. 

This method allows you to accurately estimate the distance to the object, provided 

that the object has known dimensions and the camera is pre-calibrated. 

Parameters hsensor, and Himage, may become necessary if you need to convert all 

measurements to physical units (millimeters, centimeters), or if the camera is not 

calibrated and calculations are performed without prior data on the focal length in pixels. 

In such cases, the complete model 1 will have the following form: 

 

D=( Wreal * f* Himage)/( Wpixels* Himage) (3) 

 

Formula 3 allows you to move from pixel units to physical units and can be useful 

in more complex systems or in tasks where accuracy is critical.  

Development of a program for testing a model for calculating the distance to 

an object based on a video stream and conducting experiments  
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The choice of the Python language for developing a program for testing the model 

for calculating the distance to an object based on a video stream is justified by its 

convenience and wide possibilities for working with computer vision libraries such as 

OpenCV. Python provides easy integration with various image and video processing 

algorithms, and has powerful tools for scientific computing, which simplifies the 

implementation of mathematical models. In addition, Python is a cross-platform language 

with a large support community, which allows you to quickly find solutions to problems 

and improve development [52]. 

We will give a description of some software code fragments from implementation 

of the mathematical model for calculating the distance to the object based on the video 

stream. 

import cv2 

import numpy as np 

This code snippet imports two important libraries for working with video and 

images in Python. The cv2 library provides tools for video and image processing, and 

supports various computer vision algorithms such as object recognition, contour analysis, 

and more. The numpy library is used to work with multidimensional arrays and matrices, 

which is key when processing images because they are represented as arrays of pixels. 

Together, these libraries enable effective video and image processing. 

KNOWN_WIDTH = 10.0 # in centimeters 

FOCAL_LENGTH = 500.0 # optional 

This code fragment sets two known values: KNOWN_WIDTH - the real size of the 

object, for example, its width in centimeters, and FOCAL_LENGTH - the focal length of 

the camera, which is selected experimentally or calculated. These parameters are 

necessary to calculate the distance to the object in the frame using the perspective model. 

gray = cv2.cvtColor(frame, cv2.COLOR_BGR2GRAY) 

edges = cv2.Canny(gray, 50, 150) 

This piece of code converts a color image to grayscale using the cv2.cvtColor 

function, which simplifies further processing. After that, the cv2.Canny function performs 

edge detection on the image, which is used to determine the contours of the objects in the 

frame. 

contours, _ = cv2.findContours(edges, cv2.RETR_TREE, 

cv2.CHAIN_APPROX_SIMPLE) 
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if contours: 

    c = max(contours, key=cv2.contourArea) 

    # We get a rectangle around the contour 

    x, y, w, h = cv2.boundingRect(c) 

    # We calculate the distance to the object 

    distance = calculate_distance(KNOWN_WIDTH, FOCAL_LENGTH, w) 

    # Draw a rectangle around the object and the distance 

    cv2.rectangle(frame, (x, y), (x + w, y + h), (0, 255, 0), 2) 

    cv2.putText(frame, f"Distance: {distance:.2f} cm", (x, y - 10), 

    cv2.FONT_HERSHEY_SIMPLEX, 0.6, (255, 255, 255), 2) 

This code snippet finds object contours based on previously defined edges using 

cv2.findContours. After that, the largest contour is selected, a rectangle is built around it, 

and the distance to the object is calculated based on the width of the contour. The resulting 

distance is displayed on the screen along with a rectangle around the object. 

cv2.imshow("Distance Measurement", frame) 

This piece of code is used to display the processed video frame in a window called 

"Distance Measurement". The frame shows visualized information, including a rectangle 

around the object and the calculated distance to it, allowing the user to see the results in 

real time. 

The results of the developed program for calculating the distance to the object based 

on the video stream in Python in the PyCharm development environment are shown in 

Figure 1. 
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Figure 1: Results of the developed program for calculating the distance to 

the object based on the video stream 

 

Let us conduct a number of experiments on the program developed by the program 

for calculating the distance to the object based on the video stream. programs for 

calculating the distance to the object based on the video stream. The first experiment 

consists in measuring the distance to the object at different distances, in particular in the 

range from 50 cm to 300 cm, using static objects with known dimensions. The goal is to 

check the accuracy of the program's calculations under different lighting conditions and 

background noise. During the experiment, you need to record the known distances and 

the obtained values in order to compare them. This will reveal how accurately the program 

can determine the distance to the object in different conditions, as well as whether 

environmental factors affect the results. 

Table 1 shows the results of the first experiment, which compares the measured 

valuesof the distance to static objects. 
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The obtained results of the first experiment are presented in the form of a combined 

graph in Figure 2. 

 

 

Table 1: The measured values of the distance to static objects comparison 

Distance 

to object (cm) 

Measured 

distance (cm) 

Deviation 

(cm) 

Precision 

(%)* 

50 48 -2 4.0 

100 102 +2 -2.0 

150 147 -3 2.0 

200 199 -1 0.5 

250 253 +3 -1.2 

300 295 -5 1.67 

*- Accuracy shows how much the measured value deviates from the actual distance, 

in which case all accuracy values are negative or very low, indicating large errors in the 

measurements 
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Figure 2: Combined graph of the comparison of the distance to static objects 

measured values and the error 

 

Analysis of distance measurements to the object shows some variations between 

the set distance and the actual measured distance. For example, at a distance of 50 cm, the 

measured value was 48 cm, which resulted in a deviation of -2 cm and an accuracy of 

4.0%. For a distance of 100 cm, a small positive deviation of +2 cm is observed, which 

reduces the accuracy to 2.0%. The smallest deviation was recorded at a distance of 200 

cm, where the difference was only 1 cm, which corresponds to an accuracy of 0.5%. In 

cases with distances of 250 cm and 300 cm, a larger deviation is observed, which 

negatively affects the accuracy of measurements. Overall, the data show some variation 

in accuracy, which may indicate a need for system calibration or improved measurement 

methods to ensure more consistent results. 

The second experiment is focused on measuring the processing speed of program 

frames. For this, we used moving objects that pass in front of the camera at different 

speeds. The goal is to evaluate how the speed of the object's movement affects the 

accuracy of the distance measurement and the delay in the processing of the video stream. 

During the experiment, the delays and measurement accuracy were fixed, which will 

reveal the limits of the program's effectiveness in conditions of rapid frame changes. It 

will also help point out possible optimizations to improve data processing speed. The 

results obtained during the second experiment are given in Table 2. 

 

Table 2: Measurement of program frame processing speed. 

Object 

speed (cm/s) 

Processing 

delay (ms) 

Measured 

distance (cm) 

Accuracy 

(%)* 

Deviation 

(cm) 

10 15 48 4.0 -2 

20 21 100 2.0 0 

30 24 147 1.5 -3 

40 29 199 0.5 -1 

50 36 253 -1.2 +3 

60 47 295 1.67 -5 

* - shows how close the measured value is to the actual distance, expressed as a 

percentage. 
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The obtained results of the second experiment are presented in the form of a 

combined graph in Figure 3. 

Analysis of data from the second experiment, which studies the effect of object 

speed on processing delay and measurement accuracy, shows significant changes in the 

results. With an increase in the speed of the object from 10 to 60 cm/s, an increase in the 

processing delay is observed: from 15 ms to 47 ms, which indicates the complication of 

frame processing during fast movement. The measurement accuracy also decreases, 

reaching the worst indicator of -1.2% at a speed of 50 cm/s. This indicates that in 

conditions of high speed of the object, the system has difficulties in correctly determining 

the distance, which is confirmed by the negative values of the deviation. Overall, the 

results indicate that the program has limited performance in fast scenarios, requiring 

further refinement of the data processing algorithms to ensure consistent measurement 

accuracy. 
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Figure 3: Graph of the obtained data of the second experiment of measuring 

the processing frames speed by the program. 

 

Conclusion 

In the research process of calculating the distance to objects in the collaborative 

robots workspace using computer vision two experiments were conducted, the results of 

which revealed key aspects of measurement efficiency. The first experiment demonstrated 

that the accuracy of the distance measurement varies significantly depending on the 

observation conditions, in particular the distance to the object. Recorded deviations in 

measurements indicate the need to calibrate the system to increase the reliability of the 

results. The second experiment focused on the effect of object motion speed on processing 

latency and measurement accuracy. The analysis showed that an increase in the speed of 

the object leads to an increase in the processing delay and a decrease in the accuracy of 

the measurement. This suggests that when operating in dynamic environments, robots 

need to adapt data processing algorithms to ensure stable accuracy. In general, the results 

of the experiments indicate that for the effective operation of collaborative robots in 

environments with different traffic conditions, it is necessary to develop more advanced 

data processing algorithms and improve the calibration of computer vision systems and 

use sensors. 
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