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 Abstract: This article considers the complex implementation of the CAMShift 

algorithm for human tracking in the collaborative robot working area. The study covers 

both the algorithmic and mathematical underpinnings of CAMShift, detailing the 

underlying principles and mathematical models used to improve tracking accuracy. A 

Python program was developed in the PyCharm environment to effectively implement 

this algorithm, taking into account aspects such as real-time processing and integration 

with robotic systems. The research conducted a comprehensive assessment of the 

tracking speed, studied how effectively the algorithm works in different conditions and 

how it affects the overall sensitivity of the system. The results demonstrate the 

effectiveness of the CAMShift algorithm in providing accurate and timely tracking, 

highlighting its suitability for dynamic and interactive environments. This work helps 

to optimize the performance of collaborative robots by improving tracking capabilities, 

enabling better interaction and safety in shared work areas.  

Key words: Industry 5.0, Collaborative Robots, Work Area, Computer Vision, 

CAMShift Algorithm, Tracking People. 

Introduction 

In today's manufacturing environment, the concept of Industry 5.0 aims to 

integrate advanced technologies to create more flexible, more efficient and safer work 

environments [1]-[6]. One of the key aspects of this transformation is ensuring seamless 

interaction between humans and collaborative robots, which requires accurate and 
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reliable tracking of human objects in work areas [7]-[17]. Various methods and 

approaches can be used here [18]-[39]. 

A software implementation of the Continuously Adaptive Mean Shift 

(CAMShift) algorithm for human tracking is critical to achieving these goals, as it 

provides high accuracy and adaptability in dynamic environments. This algorithm 

allows you to effectively track human movements, which contributes to increasing the 

safety and optimization of the work of robots, as well as improving the interaction 

between people and robots. In the conditions of Industry 5.0, where the integration of 

robots into production processes is key, the research and development of such software 

solutions are gaining more and more relevance, opening new horizons for improving 

automation and increasing the overall efficiency of production systems. 

Related works 

 Detecting a person and tracking his behavior in the robot's work area is an 

extremely important task in collaborative work between a robot and a person. It is 

natural that research on this topic is constantly updated. Let us consider some of them. 

Authors in [40] note, that human safety must be granted avoiding possible 

collisions with the robot. They propose their own system that is implemented by a 

camera network system positioned around the robot workspace, and thoroughly 

evaluated in different industry-like settings in terms of both tracking accuracy and 

detection delay. 

Zaccaria, M., and co-authors in [41] presented for people detection and tracking 

in automated warehouses. Experiments performed in a real warehouse show the 

viability of the proposed approach. 

The paper [42] examines the reliability of existing state-of-the-art detectors such 

as Faster R-CNN, YOLOv4, RetinaNet, and Cascade R-CNN on a VisDrone 

benchmark and custom-made dataset SARD build to simulate rescue scenes. 

Researchers in [43] first track persons in the robot coordinate space using 

Unscented Kalman filter with the ground plane information and human height 

estimation. Then, they identify the target person to be followed with the combination 

of Convolutional Channel Features and online boosting. 

The article [44] presents a modular detection and tracking system that models 

position and additional properties of persons in the surroundings of a mobile robot. The 
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proposed system introduces a probability-based data association method that besides 

the position can incorporate face and color-based appearance features in order to realize 

a re-identification of persons when tracking gets interrupted. 

In crowded human scenes with close-up human-robot interaction and robot 

navigation, a deep understanding of surrounding people requires reasoning about 

human motion and body dynamics over time with human body pose estimation and 

tracking [45]. In this paper [45], authors introduce JRDB-Pose, a large-scale dataset 

and benchmark for multi-person pose estimation and tracking. 

Eppenberger, T., & et al. in [46] present a system for accurate and reliable 

detection and tracking of dynamic objects using noisy point cloud data generated by 

stereo cameras. The proposed approach identifies individual objects in the robot's 

surroundings and classifies them as either static or dynamic. The dynamic objects are 

labeled as either a person or a generic dynamic object. 

De Langis, K., & Sattar, J. in [47] describes a technique that enables autonomous 

underwater robots to track divers in real time as well as to reidentify them. 

CAMShift (Continuously Adaptive Mean Shift) algorithm mathematical 

representation of the  

The CAMShift algorithm is an extension of the Mean Shift algorithm and is used 

for object tracking in video. CAMShift adapts Mean Shift to changing tracking 

conditions by updating the search area and scale. Within the framework of these studies, 

it is proposed to use the following interpretation of the CAMShift algorithm, which is 

presented in Figure 1. 
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Figure 1: Interpretation of the CAMShift algorithm for use in the 

identification system of the presence of a person in the collaborative robot working 

area 

 

Let us describe the purpose of each step of interpretation of the CAMShift 

algorithm for use in the identification system of the presence of a person in the 

collaborative robot working area (Figure 1): 

- initialization of tracking, at the beginning of tracking, an area (ROI - Region of 

Interest) is defined, which contains the object for tracking. The color histogram of this 

object is defined; 

- a color histogram calculation is generated based on the ROI area and used for 

further comparison with the current frames. CAMShift usually uses a histogram in the 

HSV (Hue, Saturation, Value) color model; 
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- updating the tracking area, for each new frame a reverse projection image is 

calculated based on the histogram of the object. This allows you to determine where 

the object is located in the new frame; 

- CAMShift execution (adaptive Mean Shift) adapts the search area according to 

the change of scale and orientation of the object. It uses an elliptical area that can change 

its size and orientation to better fit the size and shape of the tracked object. 

Le us describe the mathematical representation of the working principle of the 

CAMShift algorithm, which will be integrated into the developing system for 

identifying the presence of a person in the collaborative robot working area. Let H be 

the color histogram for the Region of Interest (ROI). A histogram is defined as a 

frequency distribution for different colors in terms of Hue, Saturation and Value (HSV): 
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H - color histogram for the initial ROI region; 

h - color value; 

count(h) - number of pixels with color h; 

totalcount - total number of pixels. 

A reverse projection image P is calculated for each new frame I: 

 

P(x,y)= H(I(x,y)) (2) 

 

P - reverse projection image; 

(x,y) – pixel coordinates; 

I(x,y) - the color value of a pixel in an image. 

The Mean Shift algorithm in CAMShift searches for the maxima of the 

probability distribution in the reverse projection image. It defines the new center of the 

search region using the following expression: 
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m - the new center of the search area after performing Mean Shift; 

p(x,y) - inverse projection value for a pixel (x,y); 
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c(x,y) – pixel coordinates. 

CAMShift adapts the size and orientation of the search area based on the received 

coordinates of the center and distribution of the object. This ensures that the search area 

better conforms to changes in the size and shape of the object: 

 

eclipseparams=FitEllipse(contours) (4) 

 

FitEllipse - the FitEllipse function in OpenCV uses the contours of an object to 

approximate its shape as an ellipse. It returns several key parameters: center of the 

ellipse (center), radii (axes), angle (angle). 

When performing the CAMShift algorithm, these parameters are used to 

determine the elliptical region that best fits the object. This allows the algorithm to 

adjust the shape and size of the search area depending on the dynamics of the object in 

the frame. 

Software implementation of the CAMShift algorithm for human tracking 

in the collaborative robot working area in Python 

The choice of the Python programming language and the PyCharm environment 

to implement the CAMShift algorithm for human tracking in the workspace of a 

collaborative robot is justified by several key factors. Python provides simplicity and 

convenience in writing code thanks to its clear syntactic constructs and powerful image 

processing libraries such as OpenCV and TensorFlow, which greatly simplifies the 

implementation of complex computer vision algorithms. Additionally, Python has a 

large community and plenty of training and support resources to help with any technical 

issues that arise during development. The PyCharm environment offers advanced tools 

for debugging and testing code, including integration with version control systems and 

the ability to work with various libraries. This environment also provides a user-

friendly interface and a powerful set of project management tools, which simplifies the 

development process and allows you to focus on achieving results. The combination of 

Python and PyCharm provides an efficient and convenient platform for implementing 

and optimizing the CAMShift algorithm, making it an ideal choice for developing a 

human tracking system in a complex work environment. 
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We will give an example of a software implementation of the CAMShift 

algorithm for human tracking in the collaborative robot working area in Python. 

іmport cv2 

import numpy as np 

import tensorflow as tf 

Allows you to import libraries necessary for image processing, numerical 

calculations and work with neural networks. cv2 provides functions for image and 

video processing, numpy provides capabilities for working with numeric arrays, and 

tensorflow provides tools for building and training neural networks. 

model = tf.saved_model.load(r"C:\Users\Vladyslav\.cache\kagglehub\models\ 

tensorflow\ssd-mobilenet-v2\tensorFlow2\fpnlite-320x320\1") 

Allows you to load a saved TensorFlow model from the specified path. This 

allows the already trained model to be used for further prediction or estimation without 

the need for retraining. 

    if tracking_window is None: 

        for i in range(num_detections): 

            if detection_scores[i] > 0.5 and detection_classes[i] == 1:  # Class 1 

corresponds to a person 

                box = detection_boxes[i] 

                y1, x1, y2, x2 = box 

                y1, x1, y2, x2 = int(y1 * frame.shape[0]), int(x1 * frame.shape[1]), 

int(y2 * frame.shape[0]), int( 

                    x2 * frame.shape[1]) 

                tracking_window = (x1, y1, x2 - x1, y2 - y1) 

                break 

This piece of code checks if the tracking scope is initialized. If not, it finds the 

first object with class "Person" among the detections and sets the tracking area based 

on the coordinates obtained for that object, converting them to image pixels. 

    if tracking_window is not None: 

        hsv = cv2.cvtColor(frame, cv2.COLOR_BGR2HSV) 

        roi = frame[tracking_window[1]:tracking_window[1] + 

tracking_window[3], 

              tracking_window[0]:tracking_window[0] + tracking_window[2]] 
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This piece of code checks if the tracking scope is initialized. If so, it converts the 

image to HSV format to facilitate color processing and extracts a region of interest 

(ROI) from the frame according to the defined tracking area. 

dst = cv2.calcBackProject([hsv], [0], roi_hist, [0, 180], 1) 

            ret, tracking_window = cv2.CamShift(dst, tracking_window, (255, 0, 0)) 

This piece of code performs a color backprojection to determine the tracking area 

in the new frame using the color histogram from the ROI. The cv2.CamShift function 

then adapts the tracking area to the new data, updating its position and dimensions for 

more accurate tracking. 

An example of the software implementation of the CAMShift algorithm for 

tracking a person in the collaborative robot working area in Python is shown in Figure 

2. 

 

  

Figure 2: An example of a software implementation of the CAMShift 

algorithm for human tracking in the collaborative robot working area in Python 

 

Based on the developed program, we will test the speed of human tracking in the 

collaborative robot working area using the CAMShift algorithm, the results of which 

are presented in Table 1, and the visualization of the obtained data is presented in Figure 

3. 
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Table 1: The obtained results of testing the speed of human tracking in the 

collaborative robot working area using the CAMShift algorithm. 

Test case Processing 

time (ms) 

Tracking area 

size (pixels) 

Number of 

frames per 

second 

Assessment of 

tracking 

accuracy 

Test 1 45 200x150 22 95% 

Test 2 50 250x200 20 92% 

Test 3 40 180x130 25 97% 

Test 4 55 220x180 18 90% 

Test 5 48 210x160 21 94% 

 

 
Figure 3: Graph of the obtained results of testing the speed of human tracking 

in the collaborative robot working area based on the CAMShift algorithm  

 

Analysis of the graph (Figure 3) showing processing time, frames per second, 

and tracking accuracy score for each test case shows that processing time ranges from 

40 to 55 milliseconds, with the lowest value in Test 3 and the highest in Test 4. 

Accordingly, the number of frames per second varies from 18 to 25, which is the highest 

in Test 3 and the lowest in Test 4. The tracking accuracy score remains relatively high, 
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ranging from 90% to 97%, with the highest in Test 3 and the lowest in Test 4 .These 

results indicate an inverse relationship between processing time and the number of 

frames per second, where longer processing times are often accompanied by a decrease 

in the number of frames per second, which can affect the overall tracking accuracy. 

Tests with shorter processing times show higher frame rates and better tracking 

accuracy, highlighting the importance of algorithm optimization to achieve better real-

time results. 

Conclusion 

Analysis of the results of testing the software implementation of the CAMShift 

algorithm for tracking a person in the collaborative robot working area showed that the 

effectiveness of tracking directly depends on the optimization of processing time and 

the number of frames per second. A graph displaying these parameters along with the 

tracking accuracy score demonstrates an inverse relationship between processing time 

and frame rate, where a decrease in processing time is accompanied by an increase in 

the number of frames per second, which positively affects tracking accuracy. The best 

results were achieved in tests with shorter processing times, which allows you to 

maintain high frame rates and tracking accuracy while achieving maximum 

performance in dynamic environments. This highlights the importance of optimizing 

the CAMShift algorithm to ensure fast and accurate human tracking, which is critical 

for the safety and performance of collaborative robots. The test results confirm that in 

order to achieve optimal results, it is necessary to ensure a balance between processing 

speed and tracking accuracy, which can be achieved through further adjustment of the 

algorithm parameters and improvement of the software implementation. 
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