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Abstract: This article presents an object recognition and tracking method in the 

mobile robot’s workspace in real time. The main approach is to use a color mask, for 

which a mathematical description of the algorithm is proposed. The method is 

implemented in the Python programming language using the PyCharm development 

environment. During the research, experiments were carried out, on the basis of which 

important performance indicators were obtained. The processing time indicator, which 

measures the processing time of each frame of a video stream, demonstrated high 

efficiency, ranging from 0.0010 to 0.0020 seconds. Detection speed, which determines 

the speed of object detection in FPS, also presented good results, ranging from 501.47 to 

1037.42 FPS. 
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Introduction In this era of Industry 5.0, where industrial processes are becoming 

increasingly integrated and automated, the role of mobile robots in increasing the 

efficiency and flexibility of production lines is becoming critical [1]-[9]. The 

implementation of methods for recognizing and tracking objects in the mobile robot’s 

workspace in real time becomes a key component of the control and monitoring system 

[10]-[17]. Using modern computer vision technologies such as Computer Vision Systems, 

these mobile robots acquire the ability to perceive the environment, perform object 

recognition and make decisions based on the information received [18]-[20]. At the same 

time, here you can use various methods and approaches that help to understand this 

research problem [21]-[31]. 

Of particular relevance in Industry 5.0 concepts is the need to ensure the safety and 

efficiency of people in the work areas of mobile robots. Real time is becoming a critical 

factor in ensuring mobile robots can quickly respond to changing conditions in the 

production environment. 

The implementation of methods for recognizing and identifying objects in the 

robot’s work area not only improves production processes, but also helps reduce risks and 
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increase the accuracy of tasks performed by mobile robots in real time. Therefore, 

research in the field of object recognition and tracking in the work areas of mobile robots 

is of great importance for the further development of robotics, strengthening the position 

of Industry 5.0 and improving the overall productivity in various industries. 

Related works 

 There are plenty of researches devoted to solving the problem of object 

recognition and tracking. Let us consider only small part of such recent works. 

There is noted that three-dimensional (3D) object recognition is widely used in 

automated driving, medical image analysis, virtual/augmented reality, artificial 

intelligence robots, and other areas [32]. In [32] there is presented a comprehensive 

review and classification of the latest developments in the deep learning methods for 

multi-view 3D object recognition. 

It is also noted in [33] that with the rapid development of deep learning, many deep 

learning-based approaches have made great achievements in object detection tasks. 

Authors insist that deep learning is a data-driven approach. Data directly impact the 

performance of object detectors to some extent. 

Researchers assess the tendency of state-of-the-art object recognition models to 

depend on signals from image backgrounds in [34]. Theirr analysis of backgrounds brings 

us closer to understanding which correlations machine learning models use, and how they 

determine models' out of distribution performance. 

Scientists [35] consider object recognition as a key research area in the field of 

image processing and computer vision, which recognizes the object in an image and 

provides a proper label. There are compared three popular feature descriptor algorithms: 

Scale Invariant Feature Transform, Speeded Up Robust Feature and Oriented Fast and 

Rotated BRIEF for experimental work of an object recognition system. They are 

determined individually and with different combinations of these three methodologies. 

The paper [36] proposes the indoor scene semantic segmentation model. It not only 

has good performance and high efficiency, but also can segment the contours of different 

scale objects clearly and adapt to the indoor uneven lighting environment. 

Luo, W. and co-authors [37] contribute the first comprehensive and most recent 

review on multiple object tracking. They inspect the recent advances in various aspects 

and propose some interesting directions for future research. 

Article [38] proposes an multiple object tracking system that allows target detection 

and appearance embedding to be learned in a shared model. 

Researchers [39] note that an important area of computer vision is real-time object 

tracking, which is now widely used in intelligent transportation and smart industry 
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technologies. This article focuses on the correlation filter-based object tracking 

algorithms. 

Thus the field of object recognition and tracking is very popular among scientists 

and extremely relevant. Further in our article we propose our object recognition and 

tracking method in the mobile robot’s workspace in real time. 

Object recognition and tracking method in real time  

The most common method of describing an image consists of three separate color 

channels representing the colors red (R), green (G), and blue (B). WIC provides support 

for these three channels in the order of red green blue (RGB) or blue green red (BGR). 

Let us have an input image from a streaming video from a mobile robot's camera in the 

BGR color format. We denote by ),( yxB , ),( yxG  and ),( yxR  the pixel values in the 

images. To implement object recognition and tracking in real time on streaming video, in 

the first step we will convert to the HSV (Hue, Saturation, Value) color space. The 

mathematical function to convert from BGR to HSV can be written as follows: 

 

)2_),,(),,(),,((()),(),,(),,(( HSVBGRcoloryxRyxGyxBfyxVyxSyxH 

(1) 

 

),( yxB , ),( yxG , ),( yxR  – image pixel values in format BGR; 

),(),,(),,( yxVyxSyxH  – image pixel values in format HSV; 

f  - the function converts BGR image values to HSV, in this study the cv2.cvtColor 

function for the cv2 library of the Python language will be used. 

After this, we will introduce a description of the threshold values of the ranges of 

hue, saturation and brightness to select the required object in the frame. 















highqlow

highklow

highilow

VxV

HxS

HxH

, (2) 

where: 
qki

xxx ,,  – the corresponding values of hue, saturation and brightness for 

the HSV (Hue, Saturation, Value) color space, provided that the values 0,, 
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и 255,, 
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VSH . 

We will perform binarization on the resulting image in the HSV color space, with 

the condition that the binarization is performed using threshold values for each HSV 

channel, as described in expression 2. and create an image mask in accordance with the 

following expression: 


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where: ),( yxM  - mask with coordinates ),( yx ; 

qki
xxx ,,  - the corresponding values of hue, saturation and brightness for the HSV 

(Hue, Saturation, Value) color space, provided that the values 0,, 
lowlowlow

VSH  и 

255,, 
highhighhigh

VSH . 

Based on the resulting mask, it is necessary to determine the sequence in which the 

contours are located. Let M  be a binary mask representing the image after binarization. 

The pixels in this mask take on the values 0 or 1, where 1 represents the object and 0 

represents the background. First, let's define the operation of selecting the contour of an 

object. Let C  be the outline of the object on the mask M , then the selection operation 

can be represented in the following form: 

}1{  y)(x,y)|M(x,C , (4) 

where: ),( yx – pixel coordinates on the mask,  

),( yxM  – pixel value. 

The next step, using the selected contours, is to obtain a list of contours, where each 

contour is represented by a set of points. 

},...,,{
21 mlist

CCCC  , (5) 

where: 
list

C  – a list of contours, where each contour is represented by a set of points; 

m
C  – m -th contour represented as a set of points. 

Thus, the sequence of mathematical definitions for finding contours using a mask 

is as follows: 

jmlist
nСC{CCCM  },...,,

21
 (6) 

where: M – binary mask;  

С –  outline of the object on the mask;  

list
C  – list of contours;  

m
C  – m -th contour from the list of contours;  

j
n  – number of points in j -th contour. 

Software implementation 

To check the correctness of the reasoning, we will develop a program in Python in 

the PyCharm 2022.2.3 (Professional Edition) development environment. Let us give an 

example of software implementation of the above described mathematical expressions. 

lower_yellow = np.array([20, 100, 100]). 

upper_yellow = np.array([30, 255, 255]). 

The following code snippet sets thresholds in the HSV color space to highlight 

yellow in an image. lower_yellow specifies the lower limit of the hue, saturation, and 
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value range, and upper_yellow specifies the upper limit. These values are used in the 

image binarization process, creating a mask that highlights only yellow objects. Thus, this 

piece of code is a key part of the color processing algorithm, aimed at highlighting and 

tracking objects of a given color in real time. 

mask = cv2.inRange(hsv, lower_yellow, upper_yellow). 

The above code snippet is used to create a binary mask that selects pixels in an 

image that fall within a given yellow range in the HSV color space. The cv2.inRange 

function compares the values of each pixel in an image with certain threshold values, 

setting those that fall within a given range to 1 (white) and those that do not to 0 (black). 

Thus, this operation creates a mask that selects only yellow objects for further analysis 

and processing. 

len(contours) > 0: 

largest_contour = max(contours, key=cv2.contourArea) 

M = cv2.moments(largest_contour) 

if M["m00"] != 0: 

cx = int(M["m10"] / M["m00"]) 

cy = int(M["m01"] / M["m00"]) 

cv2.drawMarker(frame, (cx, cy), (0, 0, 255), cv2.MARKER_CROSS, 

markerSize=40, thickness=3) 

This code snippet performs object tracking based on the contours found in the 

previous step. If there are edges in the image, the code determines the largest edge that 

represents the largest object in the frame. Then, using the center of mass of this contour 

(determined using moments), the coordinates of the center of the object are calculated 

and a cross is drawn at this point on the video frame, indicating the center of the tracked 

object. 

Experimental studies and analysis of the results obtained 

The following hardware was used for research: CPU Intel(R) Core(TM) i5-9300H 

CPU @ 2.40GHz, RAM 16 Gb, GPU NVideo GeForce GTX 1660Ti (Ram 8Gb), Web-

camera HD WebCam, OS Windows 10 Pro ( Version 22H2). The program for object 

recognition and tracking in real time was developed in the PyCharm 2022.2.3 

(Professional Edition) environment in Python. The tracking object is a circular object with 

the following color space codes: HSB(48,39,82), RGB(208,192,126), 

CMYK(18,21,56,3), in Web#d0c07e. The obtained results of object recognition and 

tracking in real time in the mobile robot’s workspace are presented in Figure 1. 
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a) b) 

  

c) d) 

a), c) – streaming video frame with object; b),d) – object mask 

Figure 1: Object recognition and tracking results in real-time in the mobile robot’s 

workspace  

So, we have conducted several experiments. 

During experiments on object recognition and tracking in real time, the following 

indicators were obtained: 

– processing time this indicator measures the time spent processing each frame 

from the video stream. It allows to evaluate how quickly the algorithm can analyze and 

process input data.  

During the experiment, it fluctuated within the range from 0.0010 to 0.0020 

seconds. 

– detection speed this parameter measures the number of detected objects per 

second (FPS - frames per second). High detection speed is important for real-time system 

responsiveness, especially when dealing with fast-moving objects or dynamic scenes.  
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During the experiment, it fluctuated between 501.47 and 1037.42 FPS. Basically, 

501.47 FPS was obtained with a sharp movement of the object within the frame; with 

slow movement, the FPS tended to be 1037.42.  

Conclusion 

As a result of the research carried out on the implementation of a object recognition 

and tracking method in the mobile robot’s workspace in real time using a color mask, 

significant conclusions were obtained. A mathematical description of the operation of the 

algorithm, based on obtaining a color mask, allows to effectively select and track objects 

in a video stream. 

Important performance indicators are processing time and detection speed. The 

experimental results showed that the frame processing time varied from 0.0010 to 0.0020 

seconds, which indicates the high efficiency of the algorithm. Object detection speed also 

showed impressive results, ranging from 501.47 to 1037.42 FPS. It is especially worth 

noting the high sensitivity of the algorithm when moving objects slowly, where the 

maximum detection speed was achieved. 

Thus, the proposed implementation not only effectively implements object 

recognition and tracking, but also demonstrates high real-time performance, making it 

promising for application in mobile robots and other automation scenarios. 
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