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 Abstract: The article examines the application of technologies for capturing 

human movements in real time in collaborative robots workspace  in the context of 

Industry 5.0. Mathematical apparatus and software for analyzing movements with high 

accuracy has been developed, which allows to increase the safety and efficiency of 

human-robot interaction. The conducted experiments showed the influence of lighting 

conditions and movements speed on the accuracy of movements capture and 

visualization, which is critically important for the optimal operation of collaborative 

robots in production environments. 
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Introduction 

Capturing human movements in real time in the collaborative robot workspace 

manipulators is of particular importance in the context of the development of 

Industry 5.0, where the main emphasis is placed on the harmonious interaction of 

humans and robots [1]-[15]. Industry 5.0 differs from the previous paradigm of Industry 

4.0 in that it strives for a closer integration of human creativity and intelligence with 

automated systems, increasing the efficiency, flexibility and adaptability of production 

processes. Capturing human movements in the work area allows manipulator robots to 

respond to operator actions in real time, ensuring safe and efficient collaboration [16]-

[20]. This is important for tasks such as joint assembly of complex components, 

performing delicate operations that require precision and human-machine interaction.  

The study of this technology is relevant due to the need to increase the level of 

automation without losing human control, as well as with the aim of improving working 
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conditions, reducing operator fatigue and ensuring his safety. Different methods and 

approaches can be used here [21]-[36]. Ensuring safety is a key issue in developing 

collaborative robotsWithin Industry 5.0, it is important that such technologies 

contribute to the development of personalized production, where robots are able to 

adapt to the individual needs and work style of each operator, which makes research in 

this area extremely relevant. 

Related works 

 With the advent of Industry 5.0, the problem of ensuring safety has become 

especially acute. Accordingly, human detection in the robot's workspace has come to 

the fore. And it is natural that more and more scientists are devoting their works to this 

problem. Let's consider several recent such works. 

Let us begin with the work [37]. There is noted that industrial robots especially 

in human–robot collaboration settings can be hazardous if safety is not addressed 

properly. Human–robot collaboration systems can be a tremendously complex process; 

therefore, proper safety mechanisms must be addressed at an early stage of 

development. 

Bonci, A., and co-authors in [38] write that if the robot is not aware of the human 

position and intention, a shared workspace between robots and humans may decrease 

productivity and lead to human safety issues. So, their study [38] presents a survey on 

sensory equipment useful for human detection and action recognition in industrial 

environments. 

Rahmaniar, W., & Hernawan, A. in [39] propose to use SSD MobileNet V2 

model that provides the highest accuracy with the fastest computation time compared 

to other models in our video datasets with several scenarios in order to detect an object 

such as a human. 

The paper [40] researches hand gestures that are quite suitable for space human–

robot interaction because of their natural and convenient features. But hand gestures 

are very complicated and hand sizes are very small in some images. These problems 

make the robust real-time hand detection and localization very difficult. 

Scientists in [41] introduce a new feature to improve human classification in 

sparse, long-range point clouds. They present a system for online learning of human 
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classifiers by mobile service robots using 3D LiDAR sensors, and its experimental 

evaluation in a large indoor public space. 

The article [42] notes that presence of workers in the shared workspace with 

robots decreases the productivity, as the robot is not aware about the human position 

and intention, which leads to concerns about human safety. This issue is addressed in 

this work by designing a reliable safety monitoring system for collaborative robots 

(cobots). 

Researchers in [43] propose a multilayer feedforward neural network-based 

approach for human–robot collision detection taking safety standards into 

consideration. 

Liu, C., & Szirányi, T. in [44] consider the problem of real-time UAV human 

detection and recognition of body and hand rescue gestures. They use body-featuring 

solutions to establish biometric communications, like yolo3-tiny for human detection. 

Thus, we see that the problem of human detection and understanding of his 

gestures is extremely relevant. Further in our article we will present a study of the 

dependence of detection quality on lighting, as well as gesture recognition on the speed 

of their execution. 

Capturing human movements in real time mathematical model. 

The mathematical model of capturing human movements with the coordinates 

calculation in the frame in real time based on computer vision systems can be described 

as a sequence of stages. 

The first stage, receiving a video stream from the camera installed on the gripping 

device of the robot. A video stream can be represented as the following discrete 

sequence of frames 

 

V(t) = {F1,F2,…,Fn}, Fi=f(ti) (1) 

 

V(t) – video stream; 

Fi – a single frame received at a point in time ti; 

f(ti) – a function that describes a frame at time. 

The next stage is frame conversion. Each frame Fi is first converted to a 

coordinate system suitable for further processing (for example, RGB or grayscale): 
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Fi
RGB=T(Fi) (2) 

 

T(Fi) – the frame conversion operator to the desired color space, which represents 

each pixel of the frame as a vector P(x,y) in the color space. 

After that, it is necessary to determine the key points (Landmarks Detection). 

The model of the human body can be described through a set of key points (landmarks), 

which represent joints or other characteristic points. Let the computer vision system 

determine the N key points, for each of which the coordinates in the frame space are 

calculated: 

 

Li={(xi,yi)}, i=1,2,…,N (3) 

 

Li – point i coordinates; 

(xi,yi) – coordinates of this point on the frame plane (in pixels). 

To generalize the position of the body in relative coordinates, the position of key 

points is normalized: 

 

xi
'=xi/W, yi

'=yi/H  (4) 

 

W and H – width and height of the frame, respectively; 

xi
' and yi

' – normalized point coordinates. 

Distances between key points, which can be calculated using the Euclidean 

metric, are important for motion analysis: 

𝑑𝑖𝑗 = √(𝑥𝑖 − 𝑥𝑗)
2
+ (𝑦𝑖 − 𝑦𝑗)

2 (5) 

 

dij – distance between points i and j. 

In order to smooth the movement, which can be "noisy" due to small deviations 

or errors in the frames, filtering is used. For example, smoothing using an exponential 

moving average: 

 

xi”=axi(t)+(1-a)xi(t-1) (6) 
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a –  коефіцієнт згладжування; 

xi” – the smoothed value of the coordinate at the moment of time t; 

xi(t) –  coordinate at a moment in time t. 

Human movement can also be described through the rate of change in the 

position of key points in time. 

Point movement speed: 

 

vi(t)= (xi(t)-xi(t-1))/Δt (7) 

 

Δt – time interval between frames. 

Acceleration is calculated as a change in velocity: 

 

ai(t)= (vi(t)-vi(t-1))/Δt  (8) 

 

After all the calculations, the coordinates of each point in the frame space can be 

represented as: 

 

C={(x1
’,y1

’), (x2
’,y2

’),…, (xN
’,yN

’)} (9) 

 

𝐶 –  a set of coordinates of all key points. 

 

The presented model covers the process of capturing human movements in real 

time, starting with the processing of the video stream and ending with the body key 

points coordinates calculation. This model can be used to control manipulator robots, 

responding to human movements and ensuring effective cooperation in the workspace.  

Development of a program for testing the human motion capture model in 

real time and conducting experiments  

The choice of Python as the language for developing a real-time human motion 

capture model testing program is due to its versatility and ease of working with 

computer vision libraries such as OpenCV and MediaPipe [45]. Python supports easy 

integration with machine learning algorithms, allowing rapid prototyping and testing of 
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models. High code readability and a large amount of documentation simplify the 

process of developing and debugging programs. As an integrated development 

environment (IDE), PyCharm provides convenient tools for writing code, debugging, 

and working with libraries, making it an ideal choice for Python projects. PyCharm 

supports virtual environments, making it easier to manage dependencies and simplify 

project setup to work with real-time models. The combination of Python and PyCharm 

makes it possible to quickly develop, test and scale high-accuracy human motion 

capture applications. 

We will give a description of some fragments of the software code from 

implementation of capturing human movements mathematical model in real time. 

frame_rgb = cv2.cvtColor(frame, cv2.COLOR_BGR2RGB) 

results = pose.process(frame_rgb)  

frame_pose = frame.copy() 

This piece of code is necessary to correctly capture human poses from a video 

stream using MediaPipe. First, the frame read by OpenCV in BGR format is converted 

to RGB, since MediaPipe works with this format. The frame is then processed for pose 

analysis, where MediaPipe identifies key points on the human body. After that, a copy 

of the frame is created, on which the processing results will be superimposed, for 

example, a human skeleton, without changing the original image.if 

results.pose_landmarks: 

    # Output of coordinates of all points (e.g. point #0 — nose) 

    for idx, landmark in enumerate(results.pose_landmarks.landmark): 

        h, w, _ = frame.shape 

        cx, cy = int(landmark.x * w), int(landmark.y * h) 

This piece of code is used to check if MediaPipe was able to find body landmarks 

(pose_landmarks) in the frame, and if so, it outputs the coordinates of all those points. 

It loops through each skeleton point, getting its normalized (x,y) coordinates and 

converting them to pixel coordinates based on the frame dimensions (height and width). 

This allows you to determine the exact location of each key point in the image, for 

example, the coordinates of the nose or other body parts. 

# Output the coordinates in the frame 

cv2.putText(frame_pose, f'ID {idx}: ({cx}, {cy})', (cx, cy), 

cv2.FONT_HERSHEY_SIMPLEX, 0.5, (255, 0, 0), 2) 
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This piece of code is used to output text information on a video frame that shows 

the index and coordinates of each key point on the body (for example, the coordinates 

of the nose or other body parts). The text with the index of the point and its coordinates 

is applied directly to the image in the corresponding position using the font and color 

(in this case blue). This helps visualize the location and ID of each point on the human 

body in the frame. 

# Drawing a skeleton on the frame 

mp_drawing.draw_landmarks(frame_pose, results.pose_landmarks, 

mp_pose.POSE_CONNECTIONS) 

This piece of code is used to render a human skeleton on a frame by drawing key 

body points and their connections using the MediaPipe library. Using the processing 

results (pose_landmarks), the draw_landmarks function draws lines and points 

representing the joints and connections between them on the image. This allows you to 

graphically display a person's pose in real time, showing their skeletal structure directly 

on the video frame. 

# Output of two windows: original video and with poses 

cv2.imshow('Real-time Video', frame) 

cv2.imshow('Pose Estimation', frame_pose) 

This code fragment is responsible for the simultaneous display of two windows: 

one with the original video stream and the other with a video on which visualization of 

the human skeletal structure is superimposed. This allows the user to see both the raw 

video and real-time human pose estimation results. In this way, the user can compare 

the original video material with the video, on which the key points and the connections 

between them are marked. 

The results of the developed program for capturing human movements in real 

time in the Python language in the PyCharm development environment are shown in 

Figure 1. 

Let us conduct a series of experiments to evaluate the parameters of the 

developed program for the implementation of the human motion capture model in real 

time: 

- lighting effects research [46], i.e. experiments in different lighting conditions 

to evaluate how it affects the accuracy of motion capture and visualization of key 

points; 
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- analysis of speed and accuracy, study of the delay between human movements 

and their reflection in the system, and also evaluate the accuracy of detecting 

coordinates for fast or complex movements. 

 

  
a) b) 

a) Real-time Video Window; b) Pose Estimation Window 

Figure 1: Developed program for capturing human movements in real time 

results 

 

Table 1 shows the results of experiments on the study of the influence of lighting 

on the capturing human movements in real time accuracy. 

 

Table 1: Results of experiments on the study of the lighting influence on the 

capturing human movements in real time accuracy of  

Lighting 

conditions 

Brightn

ess (lux) 

Detect

ion accuracy 

(%) 

Movemen

ts visualization 
Notes 

Bright 

light 
800 95 

Clear, no 

artifacts 

Optimal 

conditions 

Moderate 

light 
500 87 

Good, 

possible artifacts 

Some 

points may be 

omitted 
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Weak 

light 
200 73 

Blurry, 

unclear points 

Significa

nt loss of 

accuracy 

Low 

light 
100 61 

Very 

blurry 

High 

probability of 

errors 

Strobe 

light 
- 51 

Unpredict

able 

Deteriora

tion of 

visualization 

Multicol

ored light 
- 62 Inconstant 

Effect of 

colors on 

accuracy 

 

The obtained results of the experiment on the study of the effect of lighting on 

the accuracy of capturing human movements in real time are presented in Figure 2. 

 

 
Figure 2: Combined graph of the effect of illumination on the accuracy of 

human motion capture in real time 
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The obtained results of the study of the lighting influence on the movement 

capture accuracy demonstrate a clear relationship between the intensity of light and the 

quality of detecting the positions of key points. In bright conditions (800 lux), the 

system shows high accuracy (95%) with clear visualization, which confirms optimal 

conditions for work. In moderate light (500 lux), the accuracy drops to 87% and 

artifacts appear, indicating that some points are lost. In weak and low light (200-

100 lux), the accuracy drops sharply to 73% and 61%, respectively, which is 

accompanied by blurring and an increased probability of errors. Stroboscopic and 

multi-colored lighting also significantly degrade accuracy (51% and 62%) due to 

rendering instability and the effect of colors on the algorithm. 

Table 2 shows the results of experiments on the speed and accuracy of the real-

time motion capture program, with an emphasis on the delay between human 

movements and their reflection in the system, as well as on the accuracy of detecting 

coordinates in complex or fast movements. 

The obtained results of the experiment on the study of the speed and accuracy of 

the real-time motion capture program, with an emphasis on the delay between human 

movements and their reflection in the system, as well as on the accuracy of detecting 

coordinates in complex or fast movements, are presented in Figure 3. 

The results of the study of the speed and accuracy of the real-time motion capture 

program show a clear correlation between the complexity and speed of movements and 

the delay of their display in the system. 

 

Table 2: Results of experiments on the speed and accuracy of the real-time 

motion capture program. 

Movement type 
Average 

latency (ms) 

Accuracy 

of coordinate 

detection (%) 

Notes on 

movement complexity 

Slow, simple 

movements 
47 98 - 

Moderate, 

medium difficulty 

movements 

58 93 

Slight delay, 

accuracy decreases 

slightly 
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Fast, medium 

difficulty movements 
94 83 

Noticeable delay, 

possible inaccuracies 

Very fast 

movements 
128 69 

Significant delay, 

accuracy noticeably 

deteriorates 

Complex, 

unpredictable 

movements 

164 53 
High latency, low 

accuracy 

 

 
Figure 3: Combined graph of the study of the speed and accuracy of the real-

time motion capture program 

 

For slow and simple movements, the average delay is 47 ms with a high accuracy 

of coordinate detection (98%), which indicates an almost instantaneous response of the 

system. With moderate movements, the delay increases to 58ms, and the accuracy drops 

to 93%, indicating minor errors. Fast movements cause a noticeable increase in latency 

to 94 ms and a drop in accuracy of up to 83%. For very fast and complex movements, 

the delay reaches 128-164 ms, while the accuracy drops to 69% and 53%, respectively, 

which indicates significant errors in coordinate processing under such conditions. 

Conclusion 
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As part of the study of models, methods and software for capturing human 

movements in real time in the collaborative robot workspace within Industry 5.0, the 

importance and effectiveness of using computer vision systems for detecting and 

analyzing human movements is considered. Modern technologies allow integrating 

solutions on based on computer vision to improve human-robot collaboration. In the 

context of Industry 5.0, special attention is paid to the safety and accuracy of the 

interaction, which is made possible by the real-time analysis of the movements of the 

workers human with high accuracy thanks to MediaPipe and Python in the PyCharm 

environment. 

Based on experiments, it was determined that lighting and movement speed 

significantly affect the quality of capture. In bright conditions, accuracy reached 95%, 

while in low light, accuracy dropped to 61%, and under strobe light, accuracy 

deteriorated further. Experiments with different types of movements have also shown 

that slow and simple movements provide maximum accuracy and minimum latency. 

However, with very fast and complex movements, the delay reached 164 ms, which 

negatively affects the accuracy of coordinate detection. 

The developed software demonstrated its effectiveness in capturing human 

movements, but showed some limitations in difficult environments. The accuracy of 

the system depends on the quality of the lighting and the complexity of the movements, 

which can be critical when working with collaborative robots. In general, the 

integration of such technology into Industry 5.0 helps to increase the safety, accuracy 

and efficiency of production processes, which is confirmed by the conducted 

experiments and the analysis of the obtained results. 
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