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Abstract: 

This article presents the Lucas-Kanade method implementation for estimating 

the objects movement in the mobile robot’s workspace using the Python programming 

language. The Lucas-Kanade method is used to calculate optical flow from sequential 

images and allows the motion of objects to be estimated. The necessary mathematical 

expressions are considered. As part of the study, experiments were conducted with 

different lighting levels to evaluate the robotic ability of the method under changing 

lighting conditions. 
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INTRODUCTION 

In today's Industry 5.0 context, where automation and digitalization play a key 

role in production processes, robotics is becoming an integral part of the work 

environment [1]-[11]. However, effective operation of mobile robots in work areas 

requires reliable detection and tracking of objects to avoid collisions and ensure process 

safety [12]-[29]. Therefore, various methods and approaches can be used here [30]-

[37]. In this context, the Lucas-Kanade method for estimating the motion of objects in 

the mobile robot’s workspace becomes an important tool for computer vision systems 

[38]-[47]. This method, based on computational optics, provides the ability to analyze 

streaming video and detect the movement of objects in real time. The use of the Lucas-

Kanade method in computer vision systems for mobile robots provides the ability to 

accurately and quickly identify moving objects in the work area, which increases the 

efficiency of robots and the safety of production processes. This article will discuss the 
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implementation of the Lucas-Kanade method for estimating the movement of objects 

in the work area of a mobile robot using modern computational methods and 

technologies. The focus will be on the algorithmic and software aspects of the 

implementation, as well as investigating its effectiveness and applicability in the 

context of Industry 5.0 and modern requirements for computer vision systems for 

mobile robots. 

Related works 

 The Lucas-Kanade algorithm is widely used to construct a motion trajectory for 

a mobile robot. Let us look at some recent research in this field. 

Let us begin with the research [38]. It presents an efficient control structure of 

two mobile robots based-visual navigation methods in an indoor environment.Here the 

proposed navigators are based on decision systems employed the necessary values 

estimated by a Lukas-Kanade algorithm of optical flow approach. 

The paper [39] is devoted to solving the problem for computer vision systems, 

that lies in estimating homography to align image pairs captured by different sensors or 

image pairs with large appearance changes. A generic solution to pixel-wise align 

multimodal image pairs by extending the traditional Lucas-Kanade algorithm with 

networks is proposed in this work. 

The authors in [40] investigate two discriminant algorithms to analyze visual 

cues in unfamiliar static environments. They propose control systems that rely on 

estimations of movement and decision-making mechanisms that use the measured data 

calculated by the optical inflow algorithms to direct the robot autonomously within its 

working area. 

Xue, Z. in [41] note, that SLAM technology is also developing rapidly as an 

essential part of robot perception modality. The basic architecture of SLAM based on 

binocular vision is developed. The author separate the front-end and back-end and 

achieve good tracking and map-building results using a multi-threaded approach. 

The study [42] presents multi-robot vision collaborative SLAM system/ It is 

provided to respond to the needs of large error and poor sensitivity in the multi-robot 

vision collaborative SLAM system. Here Lucas-Kanade (LK) sparse optical flow is 

employed to enhance the ORB algorithm’s feature matching process. 

Bahnam, S., and co-authors [43] used the Inverse Lucas-Kanade algorithm for 

feature tracking and stereo matching. 
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Scientists [44] build and evaluate a system for tracking a person’s movement and 

motion under various lighting conditions. The system uses Lucas-Kanade Optical Flow 

and Canny Edge Detector. 

Research [45] assesses the performance of a newly developed algorithm for 

visual-inertial navigation of robotic systems in GNSS-denied environments. 

Two gradient-based algorithms—Lucas–Kanade and Horn–Schunck—were 

implemented on a ZCU 104 platform with Xilinx Zynq UltraScale+ MPSoC FPGA in 

[46]. The algorithms realized in this work can be a component of a larger vision system 

in advanced surveillance systems or autonomous vehicles. 

Hannum, C., & et al. [47] use the Lucas-Kanade optical flow algorithm for the 

robot. They evaluate trust level dynamically throughout the collaborative task that 

allows the trust level to change if the human performs false positive actions, which can 

help the robot avoid making unpredictable movements and causing injury to the human. 

The Lucas-Kanade optical method implementation for detecting the 

contour of an object in real time 

The Lucas-Kanade method is a classic algorithm for optical flow in computer 

vision. It is used to estimate the motion of objects in video sequences based on the 

movement of bright points (or features) between frames. Lucas-Kanade method is one 

of the simple and effective optical flow methods, and it is widely used in many 

applications such as object tracking, video stabilization, motion speed estimation and 

others. However, it has its limitations, such as the assumption of local motion and 

inapplicability to large displacements of objects. 

Let's assume that we have an image ),,( tyxI , where ),( yx  are the coordinates 

of the pixel in the image, and t  is the time. We want to determine how each pixel moves 

between two frames t  and tt   may be approximated by a linear function: 

PItyxIttyxI  ),,(),,( , (1) 

I  – pixel intensity gradient (vector-gradient), which is determined by the 

partial derivatives of intensity with respect to coordinates x  and y ; 

P  – pixel offset vector. 

Minimizing errors. The goal is to find a bias vector P  that minimizes the error 

between the actual and predicted intensity change. To do this, it is proposed to use the 
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least squares method. This will allow us to minimize the sum of squared errors E  for 

all pixels in the image: 

 
),(

2]),,(),,([
yx

PItyxIttyxIE . (2) 

Since the model is linear and may be a rough approximation, the Lucas-Kanade 

method uses an iterative approach to refine the optical flow estimate. At each iteration 

k , the bias vector 
k

P  is calculated using the current estimate 
1


k

P  and adjusted for 

the residual error. 

From a program development perspective, Python implementations of the Lucas-

Kanade method need to consider the following parameters, which can be tuned to 

optimize performance and accuracy: 

winSize – window size for optical flow calculation. It determines the size of the 

region in which the optical flow search occurs. A larger window size may improve 

accuracy, but may increase the computational load; 

maxLevel – maximum pyramid level for multi-level optical flow calculation. 

This allows you to increase the search area and improve the stability of the algorithm 

to large movements of objects; 

criteria – criterion for stopping iterations. This option allows you to control the 

number of iterations and stop the process when a certain condition is reached. 

The Lucas-Kanade method allows you to estimate the movement of objects in a 

video stream using a linear approximation of the change in pixel intensity between 

frames and an iterative approach to refine the optical flow estimate. It is based on 

minimizing the error between the actual and predicted pixel intensity changes using the 

least squares method. 

Software implementation and experiments 

To check the correctness of the reasoning, we will develop a program in Python 

in the development environment PyCharm 2022.2.3 (Professional Edition). Let us give 

an example of software implementation of the above described mathematical 

expressions. 

 

# Draw lines between old and new points 

for i, (new, old) in enumerate(zip(good_new, good_old)): 

a, b = new.ravel() 

https://journalseeker.researchbib.com/view/issn/2181-4570


  

 

ISSN (E): 2181-4570 ResearchBib Impact Factor: 6,4 / 2023 SJIF 2024 = 5.073/Volume-2, Issue-3 

191 

 

c, d = old.ravel() 

frame = cv2.line(frame, (int(a), int(b)), (int(c), int(d)), (0, 255, 0), 2) 

 

This code snippet draws lines between the old and new points that were found by 

the Lucas-Kanade method. Let's break it down: 

for i, (new, old) in enumerate(zip(good_new, good_old)):: This loop goes 

through each pair of new and old points. The zip() function pairs good_new and 

good_old to iterate over them simultaneously. The enumerate() function adds an index 

to each pair so that we can keep track of the number of the current point pair; 

a, b = new.ravel() and c, d = old.ravel(): These lines unpack the coordinates of 

the new and old points from their arrays and assign them to the variables a, b and c, d 

respectively. The ravel() method is used to convert a two-dimensional array of points 

into a one-dimensional array of coordinates; 

frame = cv2.line(frame, (int(a), int(b)), (int(c), int(d)), (0, 255, 0), 2): This line 

draws a line between the old point (c, d) and a new point (a, b) on frame. The line color 

is specified by the tuple (0, 255, 0), which represents the color green in BGR format. 

Line thickness is set to 2. 

This code snippet draws lines between each pair of old and new points found by 

the Lucas-Kanade method. This allows you to visualize the optical flow and track the 

movement of objects on the video stream. 

# Update previous frame 

     old_gray = gray_frame.copy() 

This code snippet updates the previous frame, old_gray, to the current gray 

image, gray_frame. 

Let's look at what's going on: 

old_gray = gray_frame.copy(): This line creates a copy of the current gray image 

gray_frame and assigns it to the old_gray variable. This is necessary to subsequently 

use a copy of the current frame as the previous frame in the next processing step. Using 

a copy allows you to save the previous frame state and use it to compare with the current 

frame when calculating optical flow using the Lucas-Kanade method. 

The following hardware was used for research: CPU Intel(R) Core(TM) i5-

9300H CPU @ 2.40GHz, RAM 16 Gb, GPU NVideo GeForce GTX 1660Ti (Ram 

8Gb), Web-camera HD WebCam, OS Windows 10 Pro ( Version 22H2). A program 
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for implementing the Lucas-Kanade optical method for detecting the contour of an 

object in real time was developed in the PyCharm 2022.2.3 (Professional Edition) 

environment in Python. The results of the program are presented in Figure 1. 

 

 
a) 
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b) 

a) – in the dark (minimal lighting); b) – under artificial lighting 

 

Figure 1: Results of implementations of the Lucas-Kanade method for detecting 

the contour of an object in real time. 

Conclusion 

The Lucas-Kanade method is an effective method for real-time object contour 

detection for mobile robots. It is based on the calculation of optical flow, which is a 

vector field that reflects the movement of points in the image. The advantage of this 

method is its relative simplicity and speed of operation, which makes it suitable for use 

on mobile robots. 

To successfully implement the Lucas-Kanade method for real-time edge 

detection, it is recommended to consider the following aspects. First, it is necessary to 

correctly select the method parameters, such as window size and threshold for 

identifying motion points. Secondly, it is important to consider real-time image 

processing to minimize latency and ensure smooth execution. 

It is also recommended to use optimizations such as parallel computing and the 

use of hardware acceleration to improve the performance of the method on mobile 

robots. It is also important to consider the environment and lighting conditions when 

processing images for more accurate edge detection. 

Overall, the Lucas-Kanade method provides an efficient and fast way to detect 

object contours in real time for mobile robots. Its ease of implementation and high speed 

make it an excellent choice for computer vision tasks on mobile platforms. 
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