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Abstract. The theory of inverse scattering is studied to solve the initial-value 

problem for the nonlinear Schrodinger equation with a self-consistent source and the 

finite density type initial data. In direct scattering problem, we establish the Jost 

eigenfunctions, scattering data and their analyticity and symmetry. Moreover, the 

asymptotic behavior of the Jost functions of the Dirac’s type operator and scattering 

data are analyzed needed in inverse problem.  
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Introduction.  

The theory of nonlinear dynamics has aroused considerable interest and has 

established a connection with some directions in the field of soliton theory. It is well 

known that the nonlinear Schrödinger (NLS) equation are some important typical 

and fully studied nonlinear integrable equation, which can describe a series of 

nonlinear wave phenomena in dispersive physical structures. One of the examples is 

the NLS equation 

02
2

 xxt uuuiu  , const  

where the subscripts denote the corresponding partial derivatives, u is the real scalar 

function with ( , )t x , and 1    denote the defocusing and focusing NLS equation, 

respectively. 

The NLS equation with various boundary conditions models a wide class of 

nonlinear phenomena in physics. In the work [1], V. Zakharov and A. Shabat showed 

that NLS equation can be applied in the study of optical self-focusing and splitting 

of optical beams. This equation belongs to the class of equations that can be solvable 

using the inverse scattering method for a Dirac-type operator. This was shown in the 

works of V.E. Zakharov and A.B. Shabat [1], L.A. Takhtadjan and L.D. Fadeev [2], 

M. Ablowitz, D. Kaup, A. Newell and H. Segur [3].  

https://www.sciencedirect.com/topics/mathematics/initial-datum
https://www.sciencedirect.com/topics/mathematics/eigenfunction
https://www.sciencedirect.com/topics/mathematics/analyticity
https://www.sciencedirect.com/topics/mathematics/asymptotic-behavior
https://www.sciencedirect.com/topics/physics-and-astronomy/non-linear-dynamics
https://www.sciencedirect.com/topics/physics-and-astronomy/solitary-wave
https://www.sciencedirect.com/topics/mathematics/scalar-function
https://www.sciencedirect.com/topics/mathematics/scalar-function
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Several different form of solutions of the NLS equation have been studied by 

a large number of authors through their different method. The nonzero boundary 

soliton solutions for the NLS equation have been given by V.E.Zakharov and A.B. 

Shabat [5] in 1973. NSE was integrated in the class of “finite density” functions, i.e., 

functions for which 2( , ) i itu x t e  , ( , ) 0xu x t   as x . The n-soliton solution 

of the NSE in the case of a finite density was found in [6]. 

The IST theory for the defocusing NLS equation with nonzero boundary 

conditions (NZBCs) was studied by B. Gino, F. Emily and B. Prinari [7] and the 

focusing case has been studied by G. Biondini, G. Kovacic [8], F. Demontis, B. 

Prinari, C. van der Mee, F. Vitale [9].  

In [4], V.K. Melnikov obtained evolutions of scattering data with respect to t 

for a self-adjoint Dirac operator with a potential that is an NSE solution with a self-

consistent source of integral type. However, we note that in the above works NSE 

was considered in the class of “rapidly decreasing” functions, i.e. conditions that 

vanish in a certain way as the coordinate tends to infinity. 

Formulation of the problem 

We consider the following system of equations  

 
2 * *

1, 2, 2, 1,

1

2 2 ( )
N

t xx n n n n

n

iu u u u i f g f g


      (1) 

 1, 2,*

2, 1, 1, 2, 0, 1,2,..., ,
n n

n n n n n n

f f
u f i f uf i f n N

x x
 

 
      

 
 (2) 

 1, 2, *

2, 1, 1, 2, 0, 1,2,...,
n n

n n n n n n

g g
ug i g u g i g n N

x x
 

 
      

 
 (3) 

under the initial condition 

 0( ,0) ( ),u x u x x R  . (4) 

 The initial function 0 ( ),u x x R  satisfies the following properties: 

1)  

 
0

0 0

0

(1 ) ( ) (1 ) ( ) ,
i i

x u x e dx x u x e dx
   





         (5) 

where 0   and 0 2    are arbitrary constants. 
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2) The system of equations (2) with coefficient 0 ( )u x  possesses exactly 𝑁 

eigenvalues )0(),...,0(),0( 21 N .  

We assume that the solution ),( txu  of the equation (1) is sufficiently smooth 

and tends to its limits sufficiently rapidly as x , i.e., for all 0t   satisfies the 

condition 

 
2 2

0 2
2 2

10

( , )
(1 ) ( , ) (1 ) ( , ) .

k
i i t i i t

k
k

u x t
x u x t e dx x u x t e dx dx

x

     

 

 

 


       


    (6) 

the functions ( , )nF x t and ( , )nG x t  satisfies conditions 

 ( , ) ( , ) ( ), 0, 1,2,...,T

n n nG s t F s t ds t t n N




   ,   (7) 

here ( )n t , 1,2,...,n N  are given and the continuous functions of t . 

 

Scattering problem with NZBCs 

Consider the system of linear equations on the real line R 

( ) 0L I f  ,      (8) 

where ( , )f f x   is vector-column function and 

( , )

( )

( , )

u x t
x

L t i

u x t
x

 
 

  
  
 

, 0t . 

There we present some necessary facts for our further exposition from the 

theory of the direct and inverse scattering problem for the system of equations (8). 

We define the Jost solutions of the system (8) with the following asymptotic 

values 

2

2

2

2

1

~ , as ,( )

( )

~ , as ,

1

ipx

i i t

i i t

ipx

e xi p
e

i p
e

e x

 

 

 











 

 
   
 
 
 

 
   
 
 
 

    (9) 
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2

2

( )

~ , as ,

1

1

~ , as ,( )

i i t

ipx

ipx

i i t

i p
e

e x

e xi p
e

 

 





 



 





 
   
 
 
 

 
  
 
 
 

 

where  

22)(  p ,      (10) 

here and below we will use the standard Pauli matrices  











01

10
1 , 







 


0

0
2

i

i
 , 












10

01
3 . 

In order to discuss the analytic region of Jost functions, we need to discuss it 

on the proper complex plane. A two-sheeted Riemann surface is introduced to handle 

the branching of the eigenvalues, namely 22)(  p , the branch points can 

be easily derived by 
2 2 0   , i.e.,    and    .  

The variable p  is then thought of as belonging to a Riemann surface   

consisting of a sheet   and a sheet  which both coincide with the complex plane 

cut along the semi lines 

( , ] [ , )        

with its edges glued in such a way that ( )p   is continuous through the cut. The 

variable p  is thought of as belonging to the complex plane consisting of the upper 

half complex plane   and the lower half complex plane   glued together along 

the whole real line. For all   , the branch of the square root is fixed by the 

condition  signpsign )( . 

 It can be shown that 

det( , ) 0
d

dx
    and det( , ) 0

d

dx
   .   (11) 

From (9) and (11) it follows that 

2

2 ( )
det( , )

p p
 




 , 

2

2 ( )
det( , )

p p
 




 .   (12) 
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For real p  and   pairs of vector functions { , }   and { , }   form a fundamental 

system of solutions to (8), so, there is a functions ( , ), ( , )a t b t   that for solutions 

{ , }   and { , }    

( , , ) ( , ) ( , , ) ( , ) ( , , )x t a t x t b t x t         , as   из ],[\1 R . (13) 

The coefficients ),( ta   and ),( tb   are called transition coefficients. From 

relations (11) and (12) we obtain 

1),(),(
22
 tbta  ,    (14) 

where the functions ( )a   and ( )b   are independent of x  and 

2

( , ) det( ( , , ), ( , , ))
2 ( )

a t x t x t
p p


    





,   (15) 

2

( , ) det( ( , , ), ( , , ))
2 ( )

b t x t x t
p p


    





. 

The Jost solutions ( , , ) ipxx t e    and ( , , ) ipxx t e   are analytic for   , while the 

Jost solutions ( , , ) ipxx t e   and ( , , ) ipxx t e    are analytic for   .  

For each fixed x , there are asymptotes for   

 22

1
1

( , , ) ( )
ipx

i ip t

p
x t e Oi p

e 


  






 
        

   
 

, (16) 

 

22( )
1

( , , )

1

i ip t

ipx

i p
e p

x t e O




 


 



 
         
   
 

, (17) 

where   from  , and 

 22

1
1

( , , ) ( )
ipx

i ip t

p
x t e Oi p

e 


  






 
        

   
 

, (18) 

 

22( )
1

( , , )

1

i ip t

ipx

i p
e p

x t e O




 


 



 
         
   
 

, (19) 

where   from  .  
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It follows from the analyticity properties of the Jost solutions and equality (15) 

that the function ),( ta   can be analytically continued to the sheet   excluding 

branch points   .  

From (16) and (17) we obtain that for  , the function ),( ta   has the 

asymptotics 

 
1

( , ) 1 as Im 0a t O 


 
    

 

  

and 

 
1

( , ) as Im 0ia t e O 



 

    
 

  

where we recall      .  

Similarly, the function ),( ta   can be analytically continued to the sheet  , 

excluding branch points   . 

 From (16) and (18) it follows that when  ,    

 
1

( , )b t O


 
   

 
.  

It is well known that the scattering problem admits two involutions: 
* *: ( , ) ( , )P p p   and : ( , ) ( , )J p p   . For involution ( )P   we obtain the 

corresponding symmetry relations between Jost solutions  

 *

1 ( , , ) ( , ( ), ), for fromx t x P t       ,  

 *

1 ( , , ) ( , ( ), ), for from .x t x P t          

For any   from   and   respectively, we have 

 
22*

1( , ( ), ) ( , , ) ,
i i tp

x J t x t e
i

 
   


 

   

 
22*

1( , ( ), ) ( , , ) ,
i i tp

x J t x t e
i

 
    


 

   

 
22*

1( , ( ), ) ( , , ) ,
i i tp

x J t x t e
i

 
   


 


    

 
22*

1( , ( ), ) ( , , ) .
i tp

x J t x t e
i

 
    


 


    
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Correspondingly, from (16)-(19), we can obtain the symmetries of the 

scattering coefficients: 

)),((),( tJata   . 

It follows from the analyticity with respect to the function ),( ta   on   and from 

the asymptotics (11), (12) that the function ),( ta   can have only a finite number of 

zeros on the sheet  . These zeros will be denoted by N ,...,, 21 . In [2] it is shown 

that all zeros are simple and all belong to the ( , )  . 

It follows from representation (15) that if 0),( ta n , then the columns 

( , , )x t   and ( , , )x t   are linearly dependent at n  , i.e., 

( , , ) ( ) ( , , )n n nx t c t x t    , Nn ,...,2,1 .  (20) 

Note that the vector-functions  

( )

( , ) , 1,2,...,
( , )

n

n

n

n

d
c

d
h x t n N

a t

 

 








  . 

The following integral representations hold for the Jost solutions  

2 22 2( ) ( )

( , , ) ( , , ) ,

1 1

i i t i i tx

ipx

i p i p
e e

x t e K x y t dy

    

  

   



    
     
   
   
   

  (21) 

where 






















),,(),,(

),,(),,(
),,(

2221

1211

tyxKtyxK

tyxKtyxK
tyxK . 

In representation (21) the kernel ( , , )K x y t  does not dependent on   and the related 

to the potential ( , )u x t  as the following: 
22

212 ( , , ) ( , )i i tK x x t e u x t    ,    (22) 

It is well known that the components of the kernel ),,( tyxK   for y x  are solutions 

of the system of Gelfand-Levitan-Marchenko integral equations: 

0)(),()(),(  




x

dsysFsxKyxFyxK , xy    (23) 

where 
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














)()(

)()(
)(

12

*

21

xFxF

xFxF
xF ,  

x
z

z
i

ezxe














2

2
),(



 

2

2
2

2
1

12

( ) 1 1 ( )
( , ) ( , ) ( , )

( ) 4 2 ( , )
1

i i t
i i tN

n
n

n n n n

i eF x c t e
r z t e x z dz e x zz

F x a z t z iz

 
 






  



              
     

 

 . 

Definition. The set of the quantities { ( , ), ( , ), ( ), ( ), 1,2,..., }n na t b t t c t n N     

is called the scattering data for equation (8). 

Time evolution  

If the potential ),( txu  in the system of equations (8) depends on t , then its 

solution f  must also depend on t . Let this time dependence have the form 

( , , )f A x t f
t







,      (24) 

where 




















22

**22

22

22





iuiuiu

uiuiui
A

x

x . 

The compatibility condition for linear systems (7) and (21) is 

[ , ] 0
L

L A
t


 


,     (25) 

where [ , ]L A LA AL  . 

Let the function ),( txu  be a solution of equation (1), from the class of 

functions (5). Consider equation (8) with a coefficient ),( txu . 

Let ( , , )f x t  be solution of the equation (8) and let ( , , ), 1, 2,..., 2n x t n N    be 

any functions, which satisfy the conditions 

 , 1, 2, ..., 2Tn
nG f n N

x


 


.  

Then, the function ( , )nG x t  satisfy the equalities 

 3 ( ) 0, 1, 2, ..., 2T

n n nG f i n N         

and the function  

 
2

1

N

n n

n

f
H Af F

t





  


   
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satisfies the equation (8) for any   . 

 Let ( , , )x t   be a Jost solution of the equation ( )L t   . By differentiating 

this relation with respect to t , we obtain the equation 

L
L

t t t

 
 

  
 

  
.     (26) 

By substituting 
L

t




 (25) into (26), we obtain the equation 

( )( )L A iG
t


  


   


,    (27) 

whose solution we seek in the form 

( , ) ( , )A x t x t
t


    


  


.    (28) 

Where 
0

0

g
G

g

 
  
 

, 
* *

1, 2, 2, 1,

1

( , ) 2 ( )
N

n n n n

n

g x t i    


   . For the functions ( , )x t  and 

( , )x t , we obtain the equation 

3 3 G
x x

 
    

 
  

 
.    (29) 

By multiplying Eq. (29) by 1   and 1 , we obtain 

2 2

1 1,
2 ( ) 2 ( )

i G i G

x p p a x p p a

        

 

 
 

   
.  (30) 

Relation (8) implies that 2(2 )A i p i
t


   


  


 as x  therefore, from (24) 

we have 2( , ) 0, ( , ) 2a x t x t i p i      as x . By solving (30), we obtain 

2

1 1

1 1
( , ) , ( , ) 2

x x

x t G ds x t G ds i p i
a a

        
 

      . 

Therefore, relation (13) can be represented in the form 

2

1 1

1 1
2

x x

A G ds G ds i p i
t a a


         

 

 
       

  
    (28) 

By using (13) and by passing to the limit as x  in (28), we obtain 
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2

1 ,
2 ( )

i
a G ds

p p


 







 
   

2 2
2

1 1(2 )
2 ( ) 2 ( )

i i b
b i p i b G ds G ds

p p a p p a

 
      

 

 

 

    
   . 

As in the continuous spectrum, one can show that 

2
2

1(4 2 )
2 ( )

n n n n n n

n n n

i
с i p i c h R ds

p p


   







   
  , 

1

1 22

n

n n

G dx
d

dt
dx

  


 














, 1,2,3, ,n N . 

Theorem 1. If the function ( , )u x t  is a solution of the equation (1) in the class 

of functions (6), then the scattering data of the system (8) with the function ( , )u x t  

depend on t  as follows: 

2

1 ,
2 ( )

i
a G ds

p p


  







 
   

2 2
2

1 1(2 )
2 ( ) 2 ( )

i i
b i p i b G ds G ds

p p a p p a

 
      

 

 

 

   
   , 

2
2

1(4 2 )
2 ( )

n n n n n n

n n n

i
с i p i c h R ds

p p


   







   
  , 

1

1 22

n n

n

n n

G dx
d

dt
dx

  


 














, 1,2,3, ,n N . 

The obtained relations determine completely the evolution of the scattering 

data for the system (8), which allow as to find the solution of the problem (1)-(3) by 

using the inverse scattering problem method. 

Corollary. If we get 
* *

1, 2, 2, 1,

1

( , ) 2 ( )
N

n n n n

n

g x t i    


    then 
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1 10, 0,G dx G dx    
 

 

    

*

1 12

2 ( )
( ( ) ( )), 0n n n

n n n n n n

p p
h G dx t t G dx


      



 

 


    . 

In this case 

0nd

dt


 , 2 *(4 2 ( ( ) ( ))n n n n n nс i p i i t t c        . 

Example. Let 

4

0 2
x x

it

x x

ie e
u e

e e










. 

In this case, the scattering data system of equations (8) with potential 0u  has 

1
( , )

1

p i
a t

p i






  


  
, ( , ) 0b t   , 1

(1 )

2

i i
c


 , 1, p i    

Using results theorem 1, we can find 

1 0
d

dt


 , 

4 4 *

1

0

1
( ) exp ( ( ) ( ))

2

t

t it

n n

i
с t e i d    

   . 

Solving the inverse problem we get 
2 ( )

4

2 ( )
( , ) 2

x x g t
it

x x g t

e ie
u x t e

e e

 


 





,  

1
1 x xe e








,   

4

2 1

(1 ) 1

2

it

x x

i
e

e e
  



 
 


, 

where 
*

0

( ) ( ( ) ( ))

t

n ng t i d      . 

References 

1. Захаров В. Е., Шабат А. Б. Точная теория двумерной самофокусировки 

и одномерной автомодуляции волн и нелинейной среде. // ЖЭТФ, 1971, Т61, 

№1, с. 118-134. 

2. Тахтаджян Л.А., Фаддеев Л.Д. Гамильтонов подход в теории солитонов. 

// М.Наука. 1986 г. 



 

 “JOURNAL OF SCIENCE-INNOVATIVE  RESEARCH IN 

UZBEKISTAN”  JURNALI 

VOLUME 1, ISSUE 6, 2023. SEPTEMBER 

ResearchBib Impact Factor: 8.654/2023            ISSN 2992-8869 

 

 

296 
   
    
  

 

 

 

 

3. Ablowitz М., Каир D.. Newell A., Segur Н. The Inverse Scattering 

Transform-Fourier Analysis for Nonlinear Problems // Stud. Appl. Math. - USA, 

1974. - LIII, №. - pp.249- 315. 

4. Melnikov V.K. Integration of the nonlinear Schrodinger equation with a 

source. // Inverse Problem, 1992, V.8, pp. 133-147. 

5. Захаров B.E., Шабат А.Б. О взаимодействии солитонов в устойчивой 

среде. // ЖЭТФ, 1973, Т.64, №5, стр. 1627-1639 

6. Yan-Chow Ma. The perturbed plane-wave solutions of the Cubic Schrodinger 

Equation. // Studies in Applied Mathematics, 1979, №60, pp.43-58. 

7. G. Biondini, E. Fagerstrom, B. Prinari, Inverse scattering transform 

for the defocusing nonlinear Schrodinger equation with fully asymmetric 

nonzero boundary conditions, Phys. D. 333 (2016), 117–136. 

8. G. Biondini, G. Kovacic, Inverse scattering transform for the focusing 

nonlinear Schrodinger equation with nonzero boundary conditions, J. Math. Phys. 

55 (2014), 031506, 22. 

9. F. Demontis, B. Prinari, C. van der Mee, F. Vitale, The inverse scattering 

transform for the focusing nonlinear Schrodinger equation with asymmetric 

boundary conditions, J. Math. Phys. 55. 

 


