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Abstract 

 

The article discusses the development of a model for recognizing objects and 

tools in the robot's workspace, which is based on computer vision and machine learning 

methods to ensure safe interaction within the framework of Industry 5.0. The model 

allows increasing the accuracy and reliability of object recognition in complex 

conditions, adapting robots to changing tasks. The results can be used for integration 

into robotic platforms operating in flexible manufacturing environments, ensuring 

flexible automation and a human-centric approach. 
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Introduction 

 

In the context of the rapid development of Industry 5.0, which is aimed at the 

harmonious coexistence of humans and technologies, robotic systems are taking on 

new roles, in particular in the field of safe and effective cooperation with people in 

production [1]-[4]. Modern robotic platforms are no longer limited to automating 

routine processes, but are beginning to perform more complex tasks that require 

adaptation to rapidly changing conditions and accurate recognition of surrounding 

objects [5]-[30]. Various methods and approaches can be used here [31]-[41]. 

Of particular importance is the ability of robots to distinguish between different 

tools and objects in the work area, which allows them to make operational decisions 
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about interacting with them based on their types and characteristics. This opens up 

opportunities for flexible adaptation of the robot to new tasks, automation of complex 

technological processes and increased safety in the workplace. However, existing 

object recognition technologies often have low accuracy when processing complex or 

noisy data, which requires the development of new methods to achieve high reliability. 

Within the framework of the Industry 5.0 concept, a robot must be able not only to 

recognize objects, but also to understand the context of tool use and act accordingly to 

changing tasks. Such adaptability is achieved by combining artificial intelligence, 

computer vision and machine learning algorithms, which together create new 

possibilities for robotic systems. This research aims to develop a mathematical model 

that will allow robots to effectively identify and classify objects in the work area, 

ensuring their reliable interaction with the environment. The successful 

implementation of such a model will contribute to the development of robotic platforms 

that can support autonomous interaction with tools and objects, automatically choosing 

the optimal paths to perform production tasks. In addition, such developments meet the 

principles of human-centricity and sustainable development, which are key in the 

Industry 5.0 concept. As a result, robotic systems will be able to provide higher 

productivity, minimize risks to workers, and expand opportunities for integration into 

new industries. 

 

Related works 

  

In the modern world, many scientists are engaged in the implementation of the 

principles of the Industry 5.0 concept. They consider a wide variety of problems that 

arise when solving the above-mentioned task. Let us consider several such works. 

First of all, let us analyze the work [42]. There is noted the critical role and 

implications of Cobotics in the context of Industry 5.0. The study addresses the 

research problem of effectively integrating Cobots into industrial processes, 

considering technical, economic, and social challenges. 

Collaborative robotics, or “cobotics”, is a major enabling technology of Industry 

5.0, which aspires at improving human dexterity by elevating robots to extensions of 

human capabilities and, ultimately, even as team members. This fact is noted in [43]. 

A review [44] was performed aimed at investigating the effect of robot design 

features on their human counterparts. Its results showcased the many to many 

relationships between robot design features and effects on operators. 

Doyle Kent, M., & Kopacek, P. in [45] arise next questions whether it is possible 

to ensure that humans have a place in the highly automated workplace of the future 
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(Industry 5.0) by optimizing human capital; and whether it is possible for traditional 

educational provider supply the skills required to educate this modern worker or do we 

require an innovative educational system?  

Prassida, G. F., & Asfari, U. in [46] provide a holistic view of the acceptance of 

collaborative robots (cobots) in the manufacturing context by adopting the socio-

technical perspective to the Industry 5.0 era. Grounding on the Unified Theory of 

Acceptance and Use of Technology (UTAUT) and Socio-Technical Systems theory 

(STS), this study proposes a conceptual model to better understanding critical factors 

that influence the acceptance of cobots and how these factors can drive perceived work 

performance improvement in the organizational level. 

The scientists in [47] note that one relevant the most relevant challenges of 

Industry 5.0 is the design of human-centered smart environments (i.e., that prioritize 

human well-being while maintaining production performance). 

Thus, we see a variety of issues arising during the implementation of Industry 

5.0 technology. Our vision of a possible solution to the problem of recognizing objects 

and tools is presented further in this article. 

 

Mathematical model of various objects and tools recognition in a 

collaborative robot workspace for making decisions about further actions 

 

To create a mathematical model for recognizing various objects and tools in the 

robot's working area and making decisions for interacting with them, a model based on 

neural networks and image processing methods is used. As part of these studies, the 

following mathematical model is proposed, which covers the main stages: processing 

input data, classifying objects, determining position, calculating interaction parameters 

and making decisions. 

The first stage: The robot perceives the working area using sensors or a camera 

that provide an image or a three-dimensional map. Let's assume that the image has a 

resolution W H  (width and height) and is represented as a set of pixels. We make the 

following variables ( , )I x y  – intensity or color value for a pixel with coordinates ( , )x y  

and ( , )D x y  – depth or distance to the object in the working area (for stereo images or 

using LiDAR). Before starting recognition, smoothing, color normalization, noise 

filtering and contrast equalization methods are applied. 

The next step in the input data processing stage is the separation of objects using 

segmentation. Segmentation consists of dividing an image into parts to highlight areas 

that may be objects or tools. 
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To separate objects based on color or depth, it is proposed to use the threshold 

segmentation method, which can be described by the following model: 

 

min [ min max1,if ( , ) [ , ]and ( , ) [ , ]
( , )

0,  otherwise

maI x y I I D x y D D
S x y

 
= 


 (1) 

 

( , )S x y  – segmentation mask; 

minI  and maxI  – intensity range for segmentation; 

minD  and maxD  – range for depth. 

The convolution method will be used to calculate image gradients to determine 

the contours of objects, which can be represented by the following expression: 

 

( , ) ( , ) ( , )
k k

i k j k

G x y I x i y j K i j
=− =−

= + +   (2) 

 

( , )G x y  – result of convolution; 

( , )K i j  – convolution kernel (e.g., Sobel operator or other solution). 

The second stage is object classification using a neural network. To classify 

objects, a convolutional neural network (CNN) is used, which is trained on data 

containing images and object labels. The CNN model can be rearranged as follows: 

– input layer: 

 
,

1, 1{ ( , )}W H
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X  – input layer. 

– convolutional layer: 
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lF  – filtered image on l -th layer; 

  – activation function (e.g.ReLU); 

K  – convolution kernels in CNN; 

b  – displaced.  
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– max pooling layer for dimensionality reduction: 

 

( , ) max( ),  ( , ) areaijP x y X i j=  . (5) 

 

– fully connected layer for object class output: 

 

( )y f W P b=  + , (6) 

 

y  – probability vector for each class; 

W  – weight matrix; 

b  – bias; 

f  – a nonlinear activation function that converts logits (values from the 

intermediate layer) into probabilities. 

The third stage is to determine the position of objects in the collaborative robot 

workspace. If objects are recognized, their positions are determined taking into account 

the depth and pixel coordinates, and can be described as follows: 

 

( , , ) ( ( , ) ( , ))ob ob obx y d O S x y D x y=   (7) 

 

( , , )ob ob obx y d  – coordinates and depth of the center of mass (or center of gravity) 

of the object, defined in the robot's working area; 

O  – operator that calculates the coordinates of the center of mass of an object 

by weighting the depth values according to the segmentation mask. This operator 

calculates the average value of the coordinates ( , )x y  taking into account the mask

( , )S x y  and the depth ( , )D x y  to obtain the position of the center of mass of the object 

in the image and in space; 

( , )S x y  – a two-dimensional image segmentation function that determines 

whether each point with coordinates ( , )x y  belongs to an object; 

( , )D x y  – a function that represents the depth or distance to each point ( , )x y  in 

an image. 

And there is the last stage of decision-making for interaction with objects in the 

collaborative robot workspace. Based on the recognized objects and tools, the robot 

makes a decision, in particular, selects appropriate actions: 

– the decision to capture the object, can be represented by the following 

expression: 
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"capture",  if  and "tool"

"go around",  if "obstacle"

"continue",   otherwise

ob capture ob

ob
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 =


= =



 (8) 

 

obC  – object class (tool, obstacle, etc.). 

– planning a trajectory to avoid or approach an object: 

 

( , ) ( , , , )ob obT x y f x y x y=  (9) 

 

( , )T x y  – trajectory built for interaction; 

f  – scheduling algorithm (e.g., A* or D*). 

Taking into account all stages, the mathematical model of decision-making based 

on object recognition is described by the expression: 

 

)),,()),,(((),( obobob dyxDISCNNRDIN =  (10) 

 

N – decision-making function; 

( , )S I D  – segmentation result; 

CNN  – classification function; 

R  – solution for interacting with the object. 

The developed general mathematical model of decision-making based on object 

recognition ),( DIN  provides a number of advantages for the tasks of object recognition 

in the robot’s workspace. The use of a convolutional neural network (CNN) in 

combination with segmentation ( , )S I D , which takes into account both image intensity 

I  and depth data D , allows the model to better distinguish objects, taking into account 

their three-dimensional structure and position. This provides increased accuracy and 

robustness in complex conditions, where objects may partially overlap or change their 

orientation. The parameters of the center of mass of the object ( , , )ob ob obx y d  allow the 

model to take into account the position and distance to objects, which facilitates 

decision-making regarding interaction with them in real space. The component R  

combines the processed features and positional parameters, creating a holistic approach 

to object recognition and response. Such a comprehensive model increases the 

efficiency and reliability of robotic systems in a changing production environment, 
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which meets the requirements of Industry 5.0 and contributes to flexible automation 

and integration of human-centric technologies. 

 

Software implementation of a program for recognizing various objects and 

tools in the a collaborative robot workspace 

 

The choice of the Python programming language for developing an object 

recognition program in the collaborative robot workspace is justified by its powerful 

capabilities in the field of machine learning and computer vision, as well as the 

availability of numerous specialized libraries. Python has a simple and understandable 

syntax, which makes it convenient for rapid development and maintenance of code, 

especially in complex engineering projects. In combination with the TensorFlow 

library, Python provides extensive capabilities for working with neural networks, in 

particular convolutional (CNN), which are the basis for object recognition. Using 

TensorFlow also allows you to use pre-trained models, such as MobileNetV2, to speed 

up the development process and improve recognition accuracy. The integration of the 

OpenCV library, which has image processing functions such as noise filtering, 

smoothing, segmentation, and more, makes Python an ideal tool for processing video 

streams in real time. The NumPy library provides efficient work with multidimensional 

arrays, which is a key aspect when manipulating images and processing results, 

especially during segmentation and classification. In addition, Python is a cross-

platform language, which allows you to run the program on different operating 

systems, providing flexibility and portability. Thanks to an active community of 

developers and a large number of open resources, Python offers stable support and 

continuous improvement of the tools necessary for the development of modern 

computer vision and artificial intelligence systems, which is critically important for 

collaborative robotics. Let us describe the software implementation of the recognition 

of various objects and tools in a collaborative robot workspace. 

model = tf.saved_model.load( 

    r"C:\Users\Vladyslav\.cache\kagglehub\models\tensorflow\ssd-mobilenet-

v2\tensorFlow2\fpnlite-320x320\1") 

This code snippet loads the pre-trained ssd-mobilenet-v2 model from the 

TensorFlow library, saved in the SavedModel format, from the specified path. The 

model is used to recognize objects in images or video streams, allowing the program 

to automatically determine object classes and their coordinates in the frame. 

def preprocess_image(image): 

    image = cv2.GaussianBlur(image, (5, 5), 0) 
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    image = cv2.normalize(image, None, 0, 255, cv2.NORM_MINMAX) 

    return image 

This code snippet defines the `preprocess_image` function, which performs 

preprocessing on the image to improve its quality before further analysis. The function 

applies smoothing using a Gaussian filter to reduce noise and normalizes the pixel 

intensity to a range of 0 to 255. This helps improve segmentation and object recognition 

results. 

def threshold_segmentation(image, low_intensity, high_intensity): 

    gray = cv2.cvtColor(image, cv2.COLOR_BGR2GRAY) 

    _, thresholded = cv2.threshold(gray, low_intensity, high_intensity, 

cv2.THRESH_BINARY) 

    return thresholded 

This code snippet defines the `threshold_segmentation` function, which 

performs threshold segmentation on an image to extract objects. First, the image is 

converted to grayscale, and then a binary threshold is applied, which turns pixels into 

black or white depending on their intensity. This simplifies further processing, making 

it easier to identify objects in the image. 

def calculate_center_of_mass(box, frame_shape): 

    y1, x1, y2, x2 = box 

    height, width = frame_shape[:2] 

    center_x = int((x1 + x2) / 2 * width) 

    center_y = int((y1 + y2) / 2 * height) 

    return center_x, center_y 

This code snippet defines the function `calculate_center_of_mass`, which 

calculates the coordinates of the center of mass of an object using the coordinates of 

its bounding box `box`. Given the dimensions of the frame `frame_shape`, the function 

returns the center coordinates `center_x` and `center_y`, which helps to more 

accurately determine the position of the object for further interaction. 

num_detections = int(detections['num_detections'][0]) 

        detection_classes 

        detections['detection_classes'][0].numpy().astype(np.int64) 

        detection_boxes = detections['detection_boxes'][0].numpy() 

        detection_scores = detections['detection_scores'][0].numpy() 

This code snippet extracts object recognition results from the model's detection 

output. `num_detections` specifies the number of objects found, and 

`detection_classes`, `detection_boxes`, and `detection_scores` contain the classes, 
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bounding box coordinates, and probabilities for each object, respectively. This allows 

the program to process and display information about the detected objects in the image. 

if class_name in ['person', 'car', 'bicycle']: 

        print(f"Object avoidance: {class_name}") 

     else: 

        print(f"Capturing the object: {class_name}") 

This code fragment checks the object class to determine whether it is an obstacle 

to avoid or an object to capture. If the object class belongs to the obstacle list (`person`, 

`car`, `bicycle`), avoidance is performed, otherwise — capture. This helps to decide on 

the robot's further actions depending on the type of object. 

An example of the developed program for recognizing various objects and tools 

in the collaborative robot's workspace is shown in Figure 1. 

 

  

a) b) 

a) recognition program window; b) decision terminal window. 

Figure 1: An example of the work of the developed program for recognizing various 

objects and tools in a collaborative robot workspace 

 

Let's conduct an experiment to test the developed program for recognizing 

various objects and tools in a collaborative robot workspace, for example, to check the 

model in situations where objects are partially covered or noise is superimposed on the 

image (for example, by varying the lighting or adding background noise). This will 

allow us to assess the model's resistance to real conditions, where errors may occur due 

to complex background conditions. The results obtained during the experiment are 

given in Table 1, and Figure 2 shows a graph 

 

Table 1: Results in different conditions 
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Experimental conditions 

Proportion of 

objects 

recognized 

(%) 

Precision  

(%) 

Recall 

 (%) 

F1-

measure 

(%) 

No noise, normal lighting 98% 97% 95% 96% 

Partial overlap (25%) 85% 83% 78% 80% 

Partial overlap (50%) 65% 60% 55% 57% 

Low lighting 70% 68% 66% 67% 

High lighting 80% 75% 70% 72% 

Added background noise 

(10%) 
90% 85% 83% 84% 

Added background noise 

(20%) 
75% 70% 65% 67% 

Added background noise 

(30%) 
60% 55% 50% 52% 

Partial overlap + low light 50% 48% 45% 46% 

Partial overlap + 

background noise 
55% 53% 50% 51% 

 

 

 

 

 

 
Figure 2: Model Performance under Different Experimental Conditions Graph 

 

Analysis of the obtained experimental data shows that the object recognition 

model demonstrates high accuracy (Precision 97%) and completeness (Recall 95%) in 
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standard conditions without interference, which confirms its basic adequacy. With 

partial overlap of objects, accuracy and completeness decrease (to 83% and 78%, 

respectively, at 25% overlap), and at 50% overlap these indicators fall even more, 

which indicates the vulnerability of the model to partial visibility of objects. In low-

light conditions, Precision and Recall indicators decrease to 68% and 66%, while with 

additional background noise of 10% the model remains relatively stable (Precision 

85%, Recall 83%). However, with an increase in noise to 30%, the indicators drop 

significantly, especially Recall to 50%, which indicates a decrease in the model's ability 

to correctly identify objects under strong interference. The F1-measures, which take 

into account both Precision and Recall, show a similar trend, confirming the general 

logic and stability of the model's quality degradation with increasing noise, decreasing 

illumination, or partial overlap. Overall, the model performs well under optimal 

conditions, but its robustness to noise and partial overlap needs improvement to ensure 

reliability in real-world conditions. 

 

Conclusion 

 

The article presents a developed model for recognizing various objects and tools 

in a collaborative robot workspace, which provides automatic determination of object 

classes and positions for safe and effective interaction with them. The model 

demonstrates high accuracy in standard conditions, however, experimental results 

indicate the need for improvement in conditions of low illumination, partial 

overlapping of objects and increased noise, where the recognition quality decreases. 

This indicates the importance of additional image processing mechanisms, such as 

adaptive segmentation, improved smoothing and methods that take into account the 

three-dimensional structure of the workspace. Further research prospects include 

expanding the functionality of the model using more complex neural networks, such as 

deep convolutional networks and transformers, which can improve noise immunity and 

ensure reliable operation in difficult conditions. Research can also focus on integrating 

data from additional sensors, such as LiDAR and ultrasonic sensors, for more accurate 

determination of the distance to objects. This will contribute to the creation of a 

comprehensive detection and classification system that takes into account not only 

visual characteristics, but also spatial parameters of objects. As a result, the proposed 

model has the potential for further improvement, meeting the requirements of 

Industry 5.0 and supporting the development of safe, reliable robotic systems focused 

on collaborative work with humans. 
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