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 Abstract: The article examines the triangulation method for accurately 

measuring the distance to objects in a Collaborative Robot Workspace. The 

effectiveness of using HC-SR04 ultrasonic sensors is analyzed, one of which has a 

blocked TRIG pin, which allows you to focus on receiving reflected signals to calculate 

the distance. The results of the experiments demonstrate the high accuracy of the 

measurements, as well as the speed of the system's response to changes in the position 

of the object. The importance of this approach for improving robotic systems within 

the concept of Industry 5.0 is highlighted. 
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Introduction 

In the era of Industry 5.0, which focuses on the close interaction of humans and 

robots, the issue of accurate and safe positioning of objects in the working areas of 

collaborative robots becomes extremely relevant [1]-[16]. This environment involves 

the adaptation of robotic systems to rapidly changing conditions and the ability to work 

in close proximity to a person, which requires high accuracy in detecting objects, their 

sizes and locations [17], [18]. This necessitates the use of different methods and 

approaches [19]-[36]. One of the effective approaches to solving this problem is the 

triangulation method, which allows you to calculate the distance to objects with high 

accuracy using data from several sensors. The application of the triangulation method 

for collaborative robots creates prerequisites for improving the quality of security 

systems, navigation accuracy, and also for the formation of a safer and more 

comfortable environment for the cooperation of humans and robotics [37]-[41]. Since 

Industry 5.0 is aimed at the development of human-centered technologies that take into 

account the needs of safety and effective interaction, the triangulation method makes 
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it possible to achieve significant progress in the creation of intelligent monitoring and 

control systems. Research on the application of triangulation in robotic systems is 

promising not only for industrial purposes, but also for the development of integrated 

cyber-physical production systems, where safety and adaptation to human needs are 

priorities. 

Related works 

 In the modern world, with the ever-widening spread of the Industry 5.0 concept, 

human safety issues come to the fore. This creates the need to determine the distance 

to objects, including humans. There are many methods for solving this problem, to 

which scientists devote their works. Let's consider several such works. 

Article [42] considers the problem of underwater observations. Here there is 

reviewed some key sensing technologies such as underwater acoustic sensing, 

underwater optical sensing, underwater magnetic sensing, and underwater bionic 

sensing. 

Scientists in [43] analyze multi-object tracking techniques and their application 

in navigation tasks of assistive mobile robots, with the aim to increase the mobility and 

autonomy of people suffering from mobility decay, or severe motor impairments, due 

to muscular, neurological, or osteoarticular decay. 

Liu, W., & et al. [44] propose a multimodal flexible sensory interface for 

interactively teaching soft robots to perform skilled locomotion using bare human 

hands. And they propose a distance control method that enabled humans to teach soft 

robots movements via bare hand-eye coordination. 

Mavsar, M., & Ude, A. in [45] present a method, capable of predicting human 

motion during a handover process by utilizing a state-of-the-art pose estimation 

framework, a single RGB-D camera and a recurrent neural network. 

The paper [46] propose to combine Vision-Language Models (VLMs) for object 

detection, navigation primitives for movement, and grasping primitives for object 

manipulation. Based on this OK-Robot offers an integrated solution for pick-and-drop 

operations without requiring any training. 

Reserchers in [47] propose MoMa-LLM, a novel approach that grounds 

language models within structured representations derived from open-vocabulary 

scene graphs, dynamically updated as the environment is explored. They tightly 

interleave these representations with an object-centric action space. Given object 

detections, the resulting approach is zero-shot, open-vocabulary, and readily 

extendable to a spectrum of mobile manipulation and household robotic tasks. 
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The study [48] proposes a learned collision model that accepts scene and query 

object point clouds and predicts collisions for 6DOF object poses within the scene. The 

model is trained on a synthetic set of 1 million scene/object point cloud pairs and 2 

billion collision queries. 

Thus, we see that the variety of tasks related to determining distances to an object 

is enormous. Later in this article, we will present a solution to this problem using the 

triangulation method. 

Mathematical model for the distance to the object measurement taking into 

account the error based on the triangulation method 

Triangulation is a mathematical approach to the distance to an object 

measurement by measuring angles and distances from two or more observation points. 

For collaborative robots that work in close proximity to humans and other objects, 

triangulation provides the ability to accurately estimate the spatial position of objects 

in the working area, which is critical for ensuring safety and precision of movements. 

In this method, at least two sensors or sensors are used, placed at a known distance 

from each other, which are simultaneously directed at the object to read the reflected 

signals and determine the time of their passage. Using geometric relationships, you can 

calculate the distance to the object, taking into account the obtained angles and 

distances. In collaborative robots, the triangulation method allows for accurate data on 

the location of objects in real time, which helps robots adapt their movements and avoid 

collisions, increasing safety and efficiency when working with humans. Figure 1 shows 

the structural diagram of the study of the use of the triangulation method to determine 

the distance to the object within the framework of the manipulator robot. 
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Figure 1: Study scheme of using the triangulation method to determine the distance 

to the object for the collaborative robot 

 

We will describe the geometry of the system presented in Figure 1: L  is the 

distance between the sensors; 1 and 2  are angles from sensor axes to the object; 1d

and 2d - distances from each of the sensors to the object. Description of system 

parameters: HC-SR04 (1) and HC-SR04 (2) – ultrasonic sensors with the following 

technical characteristics: signal frequency ( 40f kHz= ) - frequency of the ultrasonic 

signal used by the sensors; resolution ( 3resd mm= ) - the minimum distance that the 

sensor can determine; pulse width ( 10pulset s= ) - the duration of the TRIG signal, 

which activates the sensor to start measurement; viewing angle ( 015 = ) - coverage 

angle at which the sensor works. 

Let us assume that the speed of sound in air ( ) at a temperature of about 20°С 

is approximately 343 m/s. Then the signal transit time ( t ) is measured by the HC-

SR04(1) sensor and converted into distance according to the formula: 

 

1
1

2

t
d

 
=  (1) 

 

1t  - pulse transit time from active to receiving sensor HC-SR04(1). 

Formula 1 will be similar for the second sensor HC-SR04(2): 
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2t  - pulse transit time from active to receiving sensor HC-SR04(2). 

To calculate the distance to the object by the triangulation method, we will use 

the law of cosines, which will make it possible to find the distance ( D ) to the object 

from the midpoint between the two sensors: 
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1d  and 2d  - calculated distances to the object from each sensor; 



SYNAPSES: Insights Across the 

Disciplines 
Volume 1, Issue 5 

 

26                                                                                                     Synapses: Insights Across the Disciplines 

 
 

  - the angle between the directions of both sensors (which is approximately 

15°). 

To estimate the error, it is not necessary to take into account the following 

factors: 

- resolution error resd  adds uncertainty to 1d and 2d ; 

- deviation in the viewing angle can lead to inaccuracy in the measurement  . 

Based on this, the total error ( D ) can be estimated using the derivative: 

 

2 2 2

1 2

1 2

( ) ( ) ( )
D D D

D d d
d d




  
   +  + 
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 (4) 

 

1d  and 2d  - distance errors due to sensor resolution (3 mm); 

  - angle error (set error of the viewing angle in 1-2°). 

The proposed mathematical model allows you to calculate the distance to the 

object, taking into account measurement errors. 

To check the validity of the developed mathematical model to calculate the 

distance to the object, taking into account measurement errors, a prototype was 

assembled, the photo of which is presented in Figure 2. 

 

 
Figure 2: General prototype for research using the triangulation method to 

determine distance to an object 

Development of a program for testing the calculation of the distance taking 

into account the error to the object by the method of triangulation 

The Arduino IDE is the preferred development environment for creating 

distance-to-object triangulation programs due to its simplicity, broad hardware support, 
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and large user community. This environment offers an intuitive interface and 

functionality that allows rapid testing and debugging of code, which is essential when 

working with sensors such as the HC-SR04 for distance and error estimation. Arduino 

IDE supports direct compilation and loading of programs to microcontrollers, 

providing a fast development cycle and instant verification of results on real hardware. 

In addition, the availability of a large number of libraries for working with various 

sensors and a simple syntax contribute to the effective implementation of algorithms 

for triangulation calculations. 

We will give an example of a software implementation of distance calculation 

models taking into account the error to the object by the method of triangulation, which 

was developed in the Arduino IDE environment based on the similar programming 

language C. 

const float speedOfSound = 343.0; // Speed of sound in air (m/s) 

const float sensorDistance = 0.2; // Distance between sensors (m) 

This piece of code sets the constants needed for calculations in the program using 

ultrasonic sensors. The speedOfSound constant specifies the speed of sound in air, 

which is used to calculate the distance based on the signal's transit time. The constant 

sensorDistance specifies the distance between two sensors, which is necessary for 

triangulation calculations, allowing to determine the exact position of the object 

relative to the sensors. 

float distance1 = (time1 * speedOfSound) / 2.0;  

float distance2 = (time2 * speedOfSound) / 2.0; 

This piece of code calculates the distance to the object for each of the two 

ultrasonic sensors using the measured sound pulse travel times (time1 and time2). Each 

distance is calculated by multiplying the time by the speed of sound and dividing by 

two, since the pulse travels twice the distance to the object and back. These calculations 

provide baseline distances that are used to further determine the object's position by 

triangulation. 

float theta = radians(15); // Кут нахилу між датчиками (15°)  

float D = sqrt((pow(distance1, 2) + pow(distance2, 2) - 2 * distance1 * distance2 

* cos(theta)) / 2); 

This piece of code is used to calculate the distance to the object using the 

triangulation method, taking into account the angle of inclination between the two 

ultrasonic sensors. First, the 15° angle is converted to radians for use in trigonometric 

functions. Then the distance to the object (D) is calculated using the law of cosines, 

which takes into account the values of the distances from each sensor to the object and 
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the angle between them. This allows you to more accurately determine the position of 

the object in the robot workspace. 

float resolutionError = 0.003;  

float deltaD = sqrt(pow(resolutionError, 2) + pow(sensorDistance * sin(theta), 

2)); 

This piece of code calculates the possible error in measuring the distance to the 

object, which occurs due to the limitations of the resolution of the sensors and the 

geometry of their location. The `resolutionError` value defines the base error in the 

distance measurement for each sensor, while the additional term takes into account the 

effect of the tilt angle between the sensors. The final error `deltaD` is calculated using 

the square root of the sum of the squares of these errors, which allows for a more 

accurate estimate of the total measurement error in the system. 

We will conduct a number of experiments to assess the accuracy and speed of 

distance measurement, taking into account the error to the object by the triangulation 

method: 

- the first experiment is an assessment of the accuracy of distance measurement. 

The purpose of the experiment is to determine the accuracy of triangulation 

measurements at different distances to the object and to estimate the error. Experiment 

procedure: 

1. Set the object at different distances (for example, from 10 to 100 cm in steps 

of 10 cm) from the sensors. 

2. For each distance, make 10 measurements, calculate the average value and the 

error. 

3. Display the results as a graph of the average measured value of the distance 

to the object with an error interval for each point. 

- the second experiment is an assessment of the speed of measurement at a 

variable distance. The purpose of the experiment is to investigate the response time of 

the system to a change in distance and to evaluate its ability to quickly respond to 

moving objects. Experiment procedure: 

1. Place the object at a distance of 50 cm and quickly move it from 50 to 100 

cm. 

2. Measure the time required for each data update and plot a graph showing the 

distance to the object over time. 

3. To analyze how quickly the system reacts to a change in distance and how 

stable the measurements are. 

The obtained results of the conducted experiments are shown in Figures 3 and 4. 
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Figure 3: Graph for the first experiment obtained results 

  

As can be seen from Figure 3, the measured values are in good agreement with 

the real values, although the presence of error is noticeable, especially at long distances. 

The maximum difference between the real and measured values remains within the 

margin of error, which indicates the acceptable accuracy of the triangulation method. 

It can be concluded that the method taking into account the error provides stable results, 

although with the increase in the distance, some increase in the error may occur, which 

may be related to the peculiarities of the propagation of sound waves over longer 

distances. 

 

 
Figure 4: Graph for the second experiment obtained results 
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As can be seen from the graph of the second experiment, the distance increases 

approximately linearly with time, which corresponds to the gradual distance of the 

object. The presence of minor deviations from the main line indicates a random error, 

which can be caused by both external factors and hardware features of the sensors. The 

graph demonstrates the stability of the measurements and the prompt response of the 

system, which indicates the suitability of this approach for tracking dynamic changes 

in the distance to the object in real time. 

Conclusion 

The research considered the triangulation method as an effective approach for 

determining the distance to an object in a collaborative robot workspace. The results 

of the experiments confirmed that the use of two HC-SR04 ultrasonic sensors allows 

for high measurement accuracy, even in the presence of errors, which indicates the 

reliability of this method in dynamic work conditions. The analysis of the obtained data 

showed that a clear correspondence between real and measured values provides the 

possibility of successful application of triangulation for tasks of navigation and 

positioning of robots. In addition, the speed of response of the measurement system to 

changes in distance confirmed its effectiveness in real conditions, which is an important 

factor for ensuring the safety and productivity of collaborative robots. The use of 

triangulation opens up new opportunities for improving robotics algorithms, especially 

in the context of the concept of Industry 5.0, where interaction between people and 

machines becomes key. Therefore, this study emphasizes the importance of the 

development and implementation of new technologies to improve the efficiency and 

accuracy of collaborative manipulator robots. 
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